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Preface 
 

 

The “Solidification and Gravity International Conference”-series started in 1991. The first conference 

was held in Miskolc-Tapolca. The reason for organizing this conference was that the construction of 

Hungarian space furnace developed in co-operation with the Soviet partners became impossible. 

Based on the theories worked out by Prof. Erik Fuchs, the development of a new type solidification 

equipment started at the Faculty of Material Science of University of Miskolc in 1984 (Faculty of 

Metallurgical Engineering in 1980) in co-operation with the Soviet partners on the basis of the 

experiences of BEALUCA space-experiment realized during the Hungarian-Soviet common space 

flight in 1980. Till now, this space materials science research work has been the first planned and 

prepared by the Hungarian researchers. The novelty of equipment is that neither the sample nor the 

furnace move; the required temperature distribution is developed by changing the temperatures of the 

24 heating units that can be controlled separately during the melting and solidification process. The 

equipment would have been put to a platform flying individually; by this all of the possible disturbing 

acceleration (owing to the moving mechanisms and to the operation of life-sustaining devices in the 

space station) could have been excluded. However this process was interrupted by the political 

changes taken place in 1990; the co-operation with the Soviet partner ceased. At this time we decided 

with Prof. Pál Bárczy the manager of furnace building project to organize an international 

solidification conference in 1991 in which a version of the developed solidification equipment would 

be shown. The representatives of NASA (MFSC, Dr. Lehoczky) were also invited to the conference 

hoping by this that the construction of the equipment could be continued in co-operation with NASA 

in the future. It proved to be an excellent idea – the construction of equipment could be continued by 

the support of NASA (at that time the equipment was called Universal Multizone Crystallizator – 

UMC). Finally the equipment was delivered to the laboratory of NASA in Hunthsville where it was 

tested for three years then three units were purchased. Unfortunately, the equipment was not sent to 

ISS in spite of the fact that it was suitable for this purpose. About 40 research workers coming mainly 

from the different countries of Europe took part in the first conference. The most famous participants 

were Prof. Martin Glicksman (Lenselear University, USA) and Prof. Wilfried Kurz (University of 

Lausanne, Switzerland). 

Owing to the successes obtained by constructing the equipment and the results obtained during the 

investigation of solidification processes (a lot of papers were published in leading scientific journals 

and PhD dissertations were written both in Hungary and in Germany) as well as due to the close 

scientific relationships developing with the Max Planck Institute in Stuttgart and later with the 

Darmstadt University, the Conference entitled “Solidification and Gravity International Conference” 

could be organized in this case in Hotel Palota in Miskolc-Lillafüred several times (in 1995, 1999, 

2004, 2008, 2013). High level papers were read by a lot of research workers from many countries on 

these conferences. In 2013, 70 research workers from 25 countries took part in the conference from 

different countries of Europe as well as from USA, China, Japan and Australia. 

80 research workers from 17 countries were at the present conference (SG’18). The leading research 

workers of ESA and NASA reported about the situation of researches of space-material technology 

financed by the two organizations. 80 oral presentations were held in the 10 sessions; among them 7 

summarizing plenary papers concerning the projects financed by ESA as well as 12 invited lectures 

dealing with the different fields of solidification were held.  

In the papers published in the Conference Proceedings, the fast development of solidification theories 

as well as the shift of simulation of processes towards the numeric methods (Phase Field, Monte 

Carlo, Finite Difference) can be followed. The investigation technology has developed in a great 

extent since the first SG conference as well. The X-ray in situ investigations have been developed 

and applied and the solidified samples are investigated by using X-ray tomography and EBSD 



method. This new knowledge contributes to the development of practical solidification technology 

(e.g. continuous and semicontinuous casting as well as pressure die-casting).   

In the course of the conferences, we placed emphasis on showing Miskolc and its surroundings to the 

participants. Eger, Sárospatak and Tokaj were visited by the participants of conference. The research 

workers could take part in a marriage folk dance moreover in violin- organ- and jazz concerts. They 

tasted Tokaj Aszu which is called the vine of kings and the king of vines and they could swim in the 

famous cave bath in Miskolc-Tapolca during a night bathing.  

Comprehensive information about Hungary and about the vicinity of Miskolc can always be found in 

the bag decorated by the emblem of Conference. The present bag contains a very nice photo album 

showing Hungary (I. Kolozsváry, J. Hajnal: Hungary) and a book describing the history of Hungary 

(Ignác Romsics: Short History of Hungary).  

In the name of the Organizing Committee, I wish Good Luck to the participants by hoping that these 

almost four days spent in Miskolc-Lillafüred proved to be useful for them and they will keep the good 

impressions in their memory after returning home where they will develop the solidification theories 

or investigate the solidified microstructures in the future. 
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Abstract. To improve our understanding of the physical phenomena that govern the columnar-to-

equiaxed transition (CET) in alloy solidification and its consequences for casting processes, 

experiments under microgravity condition were performed within the framework of the ESA MAP 

project CETSOL (Columnar-to-Equiaxed Transition in SOLidification processing). This 

environment allows suppression of buoyancy convection in the melt and diffusive growth of equiaxed 

grains without sedimentation. Refined and non-refined Al-7wt%Si alloys were solidified in the 

Materials Science Lab on board the International Space Station. From extensive sample analysis, 

critical values for CET were determined. Depending on the process parameters, sharp or progressive 

CET was detected in refined alloys. These results were used to improve and validate different 

numerical models describing grain and microstructure formation as well as CET. Additionally, during 

the MASER-13 sounding rocket mission, the diffusive growth of equiaxed dendrites was investigated 

in the transparent model alloy Neopentylglycol-dCamphor. The nucleation rate and the growth of 

individual dendrites was observed directly with CCD cameras. The interdependence between 

nucleation and growth during equiaxed solidification could be described successfully by a new 

method called the Nucleation Progenitor Function approach. 

Introduction 

Microstructures and grain structures strongly determine the materials properties of cast 

components. Dendritic microstructure is formed during solidification and - as a result of competition 

between the growth of several arrays of dendrites - columnar or equiaxed grain structures, or a 

transition from columnar to equiaxed growth is observed. The precise investigation on grain 

formation is hindered by buoyancy-driven flow and by movement of crystals growing in the melt. To 

suppress these effects and allow for pure diffusive solidification conditions experiments in 

mailto:g.zimmermann@access-technology.de
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microgravity environment were performed within the research project Columnar-to-Equiaxed 

Transition in SOLidification Processing (CETSOL) in the framework of the Microgravity 

Application Promotion (MAP) programme of the European Space Agency (ESA). These experiments 

provided unique data for testing of fundamental theories of grain and microstructure formation and 

for validation and development of numerical models describing especially the columnar-to equiaxed 

transition (CET). 

This contribution contains the following main topics: 

• An overview of different types of columnar-to-equiaxed transition (CET) observed in 

solidification experiments onboard the International Space Station ISS using refined Al-7wt%Si 

alloys is given. In addition, the effect of gravity (1g on earth and µg in microgravity environment) 

on solidification behaviour is investigated. Moreover, different numerical models are applied to 

predict CET in microgravity experiments. Some examples of numerical results are given showing 

an excellent agreement with the experimental findings. 

• During a sounding rocket mission in the MEDI-experiment the diffusive growth of equiaxed 

dendrites was investigated in the transparent model alloy Neopentylglycol-dCamphor. The 

interdependence between nucleation and growth during equiaxed solidification is described 

successfully by a new method called the Nucleation Progenitor Function approach, which is 

briefly outlined. 

CET in microgravity experiments with Al-7wt%Si alloys 

Experimental set-up and process parameters 

To investigate the columnar-to-equiaxed transition under diffusive conditions for heat and mass 

transport, several experiments in microgravity were carried out successfully. Rod-like samples with 

diameter 7.8 mm and length 245 mm made of Al-7wt%Si alloy, with (gr) and without grain refiner 

particles, were integrated in a special sample cartridge assembly (SCA). Twelve thermocouples were 

positioned along each sample to measure the axial temperature profiles. The samples were processed 

in the Materials Science Laboratory (MSL) on-board the International Space Station (ISS) in two 

different furnace inserts, i.e. within a Batch1 (B1), six solidification experiments (B1F1 - B1F6) in 

the Low Gradient Furnace (LGF) module and within a Batch2a (B2), seven solidification experiments 

(B2F1 - B2F7) in the Solidification and Quenching Furnace (SQF) module [1, 2]. The main difference 

in process parameters is the initial axial temperature gradient of about 1 K/mm and 4 K/mm in the 

LGF and SQF furnaces, respectively. In a stage I, with furnace velocities of v1 = 0.01 mm/s (in the 

LGF) or v1 = 0.02 mm/s (in the SQF) columnar dendritic growth is established. A transition to 

equiaxed growth can be triggered in the solidification stage II, either by increasing the furnace 

movement to v2 = 0.20 mm/s or by mainly decreasing the temperature gradient by applying a cooling 

rate of dT/dt = -4K/min (in the LGF) or dT/dt = -8K/min (in the SQF) at the heaters of the hot zone. 

For the non-refined samples a moderate rotating magnetic field (RMF) with frequency f = 57 Hz and 

magnetic flux density B = 0.5 mT was applied to promote fragmentation. An overview of the process 

parameters is given in [2]. 

 

CET modes in microgravity experiments 

From the temperature measurements along the sample axis, cooling curves, average liquidus 

isotherm velocities and the temperature gradients ahead of the liquidus isotherm were deduced as a 

function of time for all samples. It was found that the RMF has almost negligible influence on the 

heat flow.  

The microstructures and the grain structures were identified from axial and longitudinal cross-

sections of the samples. Quantitative characterization of the microstructure showed the evolution of 

eutectic percentage along the sample axis. From electrolytically etched cross-sections observed in a 

polarizing microscope the different grain structures were identified. Additionally from quantitative 

EBSD measurements the size, the crystallographic orientation and the elongation factor of each grain 
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were determined. Several results for the Batch1 and Batch2a benchmark experiments are published 

[1 - 7] and are summarized here briefly: 

- In non-refined alloys, no CET was observed in stage II, but columnar dendritic growth with some 

fragmentation of the dendritic structures. The fragments have a size comparable to the dendrite 

side-branch spacing and cannot promote CET during solidification in microgravity environment 

because the fragments are not transferred by melt convection or buoyancy to the undercooled melt 

ahead of the columnar front [1, 8]. 

- CET was obtained only for refined alloys. Depending on the cooling conditions different types of 

CET were observed: a sharp CET with a change from a columnar to an equiaxed grain structure 

within a few millimetre distance, or a progressive CET characterized by a mixed structure of 

columnar and elongated equiaxed grains in a transition region up to tenths of millimetres. 

 

To determine the position of the CET the grain orientation in longitudinal cross-sections is 

characterized quantitatively using electron backscattered diffraction (EBSD). Based on the EBSD 

data, the grain contours were reconstructed by separating neighbouring grains with a misorientation 

being larger than 5°. The grain equivalent diameter and the elongation factor are calculated from the 

EBSD measurements. The highest position of the columnar grains issued from the initial dendrites 

zone defines the CET inception [9], and is noted CETmin. In our previous work [1], it has been shown 

that CETmin is not sufficient to define CET, especially when very elongated equiaxed grains are 

observed above this position. A second limit for complete CET, CETmax, is then defined by a grain 

elongation factor value below 2, in agreement with Hunt’s criterion. To estimate critical values for 

CET the local cooling conditions were analysed. Therefore, from the temperature measurements 

along the sample axis, the liquidus isotherm velocities vc and the temperature gradient ahead of the 

liquidus isotherm Gc were determined.  

Table 1 shows the process parameters of selected CETSOL microgravity experiments with refined 

Al-7wt%Si alloy. In B1F2 and B2F3, the CET is triggered by a sudden increase of the solidification 

velocity; in B1F5, B2F5 and B2F7, the CET is mainly the result of a decrease of the temperature 

gradient and of a continuous increase of the solidification velocity.  

 

 

Table 1. Process parameters of selected CETSOL microgravity experiments with refined Al-

7w%Si alloy showing CET. 

CETSOL 

Sample  

Homogeni

zation 

time tH 

(min) 

Initial 

temperature 

gradient G 

(K/mm) 

Solidification 

stage I 

Solidification 

stage II 

v1 

(mm/s) 

z1 

(mm) 

v2 

(mm/s) 

z2 

(mm) 

dT/dt 

(K/min) 

B1F2 300 0.95 0.01 20 0.20 50 -4 

B1F5 10 0.90 0.01 20 0.01 20 -4 

B2F3 60 4.5 0.02 30 0.20 50 -8 

B2F5 60 4.5 0.02 30 0.02 50 -8 

B2F7 60 3.0 0.02 30 0.02 50 -8 
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Fig. 1 shows the solidification paths of these 5 CETSOL microgravity experiments (see Table 1). 

Regions with columnar grain structures are indicated by dotted lines, those with mixed columnar and 

equiaxed grains by dashed lines, and regions with fully equiaxed grains by solid lines. All experiments 

started with low solidification velocities of v1 = 0.01 mm/s (in B1) or v1 = 0.02 mm/s (in B2) resulting 

in a columnar dendritic grain structure at the beginning of each experiment.  

In samples B1F2 and B2F3, the CET should be triggered by a sudden increase of the furnace 

velocity to v2 = 0.20 mm/s. In the case of the lower temperature gradient of 0.9 K/mm (B1F2) a sharp 

CET at position 128 mm ± 1 mm is found [1]. At the higher temperature gradient of about 4.5 K/mm 

(B2F3), mostly elongated and axially oriented equiaxed grains exist in stage II. Here, the rather high 

temperature gradient results in less continuous nucleation of grains ahead of the solidification front, 

leading to an elongated equiaxed grain zone and postponing the complete CET. Therefore, CETmin is 

evaluated at position 143 mm, but CETmax is never reached within the sample. Fully equiaxed growth 

at the given temperature gradient would be expected for higher solidification velocities, which cannot 

be realized in the MSL-furnace on ISS. 

In samples B1F5, B2F5 and B2F7, the CET should be triggered by decreasing the temperature 

gradient while the low furnace velocities of v1 = 0.01 mm/s (in B1) or v1 = 0.02 mm/s (in B2) are 

maintained. Such a decreasing temperature gradient results in an acceleration of the solidification 

front. Consequently a progressive CET is found (Fig. 1). In the case of the lower initial temperature 

gradient of 0.9 K/mm (B1F5), the CET takes place between positions 130 mm and 156 mm [1]. In 

the case of the higher initial temperature gradients of about 3 K/mm (B2F7) and 4.5 K/mm (B2F5), 

CETmin is determined at positions 152 mm and 130 mm, respectively. CETmax is not reached in these 

samples. The mixed columnar and equiaxed grain structure in both samples is rather similar, except 

that the average grain size is larger in case of the lower temperature gradient. 

 

 
Figure 1. Solidification paths of different CETSOL Batch1 and Batch2a microgravity experiment 

with grain refined Al-7wt%Si alloy, showing regions with columnar (dotted lines), mixed columnar 

and equiaxed (dashed lines) and fully equiaxed (solid lines) grain structures. The lines separating the 

different regimes are indicative. 



21 

Effect of gravity on CET 

To investigate the impact of the gravity on the solidification microstructure and on the CET a 

ground reference experiment GM on Earth was performed with the same solidification parameters as 

for the B1F5 flight sample. Fig. 2 shows the microstructure and the corresponding eutectic percentage 

distribution maps along longitudinal sections in the region of the transition from stage I to stage II for 

both the GM and the FM samples. 

As a result, the CET is obtained in both samples in a progressive mode. This is directly linked to 

the applied processing conditions, no velocity jump and an initial temperature gradient of 0.9 K/mm, 

resulting in low undercooling ahead of the columnar dendrite tips and in a short undercooled region. 

The gravity significantly influences the microstructure and CET due to the convective liquid flow. 

Indeed, in the GM experiment, the liquid flow ahead of the solidification front carries both the new 

grains and the solute away from dendrite tip zone, alleviating or diminishing the blocking effect and 

promoting the continuous growth of the columnar dendrites. Therefore, the CET is more progressive 

in the GM sample. Additionally, the E% is lower and the DAS is higher in the GM sample than in the 

FM sample.  

 

 
Figure 2. Microstructure along longitudinal sections in the region of the transition from stage I to 

stage II for: (a1) the GM sample and (b1) the FM sample (B1F5). Corresponding eutectic percentage 

distribution maps (a2 and b2) for both samples. The white dashed lines represent the highest position 

of the columnar grains issued from the initial dendritic zone. The yellow dashed line represents the 

position of CETmin in the GM sample (source: ACCESS e.V. & IM2NP). 
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Numerical modelling of CET 

The CETSOL flight experiments provide unique data for columnar-to-equiaxed transition in Al-

7wt%Si alloy for pure diffusive solidification conditions, i.e. without melt flow and sedimentation 

and floatation effects. For this reason, they are used to improve several approaches for numerical 

modelling of CET, as follows: 

• An approach that combines Front Tracking (FT) of columnar growth and an equiaxed volume 

averaging method was employed to model CET. In this approach, the development of the two growth 

morphologies (columnar and equiaxed) are allowed to proceed simultaneously, thereby allowing the 

model to predict both sharp and progressive CET. This approach is known as the Concurrent 

Columnar-to-Equiaxed Transition (CCET) model. The transition from columnar to equiaxed in this 

model proceeds from fully columnar, to mixed columnar and equiaxed, to fully equiaxed. The 

resulting total transformed fraction is separated into columnar and equiaxed fractions using an 

appropriate mathematical treatment. A typical result showing the predicted volume fraction of 

equiaxed and columnar grains for the B2F7 experiment, as a function of axial position in the sample, 

is shown in the Fig. 3. Note that the transition from columnar to equiaxed is progressive over the 

length of the sample from about 0.127 m to 0.23 m. 

Figure 3. Predicted volume fraction of equiaxed mush (ζM,equ) and columnar mush (ζM,col), and 

internal solid fraction of mush, gs, as a function of the axial position, x, in the B2F7 sample at the 

end of stage II of the experiment (t = 2900 s) using the concurrent columnar-to-equiaxed transition 

(CCET) model. The equiaxed nucleation settings for this simulation were as follows: N0 = 5×1010 

seeds/m3, ΔT0 = 4.0 K, ΔTσ = 1.0 K (source: Trinity College Dublin).  

 

 

• The CAFE method was proposed to model complex phenomena occurring during 

solidification processes through the integration of microscopic laws. Results of 2D CAFE modelling 

of the grain structure evolution and the occurrence of the CET for some of the CETSOL Batch1 

experiments demonstrated qualitative agreement for the position of CET and the CET transition 

mode. Meanwhile, both segregation and grain structures, as well as CET, were numerically modelled 

in 3D. The CET transition mode, be it sharp or progressive, is retrieved. Distributions of grain 

elongation factor and equivalent diameter are fairly reproduced and the CET positions are predicted 

accurately and precisely [2].  

As a next step a Dendritic Needle Network (DNN) description has been implemented to predict 

the growth of dendritic arrays while taking into account the solutal interactions without considering 

a steady regime for dendritic growth, i.e. the Ivantsov solution for the diffusion field. This is done by 

approximating each dendrite tip by a single Parabolic Thick Needle (PTN). The goal is now to 

simulate the columnar-to-equiaxed transition with an improved computation of the growth kinetics 

as well as the branching mechanisms. 

• Within the CETSOL project, the CAFE approach was integrated in the commercial software 

package THERCAST® of TRANSVALOR. Therefore, this modelling technique was added as a new 

feature to the software after it had been tested, validated and numerically optimized, allowing users 

to reproduce results of CET simulations. Fig. 4 shows examples of 2D CAFE modelling of the grain 

structures in samples B1F1 and B1F5, simulated with the academic code of the partner ARMINES-
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CEMEF and with the commercial code THERCAST® of TRANSVALOR [10]. The agreement 

concerning the positions of CET and the equiaxed grain structure is evident. 

 
B1F1 

 

CAFE model 

 

 

 

THERCAST® 

 
B1F5 

 

CAFE model 

 

 

 

THERCAST® 

Figure 4. Comparison of the grain structures with crystallographic orientations (phi1-value) for 

flight samples B1F1 and B1F5, predicted by the CAFE model approach of partner ARMINES-

CEMEF and using THERCAST® of partner TRANSVALOR.  

 

 

• Moreover, to model the CET in the microgravity experiments, also a three-dimensional (3D) 

multi-scale Dendritic Needle Network (DNN) method was used that tracks the diffusion-controlled 

dynamics of branches of the hierarchically structured dendritic network [11]. The growth of randomly 

oriented grains ahead of the columnar front is modelled by incorporating nucleation on foreign 

inoculant particles randomly located in the melt. Moreover, it is assumed that the grains ahead of the 

columnar front can grow in any random orientation in space. Fig. 5 shows modelling results with 

dimensions of the 3D simulation box of 15.2 mm x 5.5 mm x 2.3 mm for samples B1F1 (left) and 

B1F5 (right). The special extend and position of the transition, especially sharp and progressive CET, 

are in a good agreement with the experimental measurements in both cases. 

 

 

 

Figure 5. DNN modeling of CET with dimension of the 3D simulation box of 15.2 mm  5.5 mm 

 2.3 mm for samples B1F1 (left) and B1F5 (right), showing sharp and progressive CET, respectively 

(source: Northeastern University Boston). 
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Equiaxed growth with NPG-DC alloy in microgravity environment 

 

Microgravity experiment on MASER-13 

In December 2015, polycrystalline equiaxed solidification was investigated under microgravity 

conditions in the framework of the MEDI experiment on-board the MASER-13 sounding rocket. The 

sample contained the transparent material Neopentylgycol-30wt%(d)Camphor. In-situ observation of 

polycrystalline equiaxed nucleation and growth under high-quality microgravity conditions was 

realized by a fixed cooling rate of -0.75 K/min and a temperature gradient of 0.3 K/mm. Fig. 6 shows 

three overall images recorded at different times during the microgravity phase of the experimental 

flight. Equiaxed nucleation and growth were observed, starting at the cold end and progressing 

towards the hot end of the sample. The thermal and image analysis provided macroscopic information 

like liquid and solid fractions, as well as microscopic information, such as dendrite morphology, 

crystallographic orientation, nucleation characteristics and dendrite tip kinetics. Additionally, a 

microscopic optics allows for a 3D reproduction of growing isolated dendrites. Detailed experimental 

results of MEDI are published in [12, 13] and will be used as a unique data-basis for the improvement 

of mesoscopic and macroscopic solidification models. 

 

 

Figure 6. Polycrystalline equiaxed nucleation in Neopentylgycol-30wt%(d)Camphor alloy 

observed in microgravity at 270 s, 370 s and 460 s after lift-off, from left-to-right, respectively. The 

solid black items to the right of each image are the thermocouples (source: ACCESS e.V.). 

 

 

Numerical modelling of equiaxed growth using the NPF approach 

To model the solidification physics of the MEDI experiment a novel Nucleation Progenitor 

Function (NPF) approach was proposed that accounts for the interdependence between nucleation 

and growth during equiaxed solidification [14-16]. The purpose of this approach was to highlight new 

functional progenitor-progeny relationships between all available nucleation sites and sites that get 

the opportunity to nucleate. A nucleation density distribution, based on undercooling, can be 

identified as a progenitor function. A Kolmogorov statistical approach can be applied to derive 

progeny functions of actual/observed nucleation events. The approach offers the significant 

advantage of generating progeny functions for volumetric (3D) data and projected image (2D) data; 

thereby, providing a stereological correction for over-projection in transparent materials. Progeny 

functions can be analyzed to obtain statistical output information, e.g., nucleation counts, average 

nucleation undercooling and standard deviation. The NPF kinetics have been incorporated into a 

transient thermal model of equiaxed solidification. The model has been applied to characterise the 

microgravity experiment MEDI with the transparent alloy system Neopentylgycol-

30wt%(d)Camphor. Another advantage of the NPF approach was that the effect of temperature 

gradient on the nucleation rates can be dealt with by combining progeny functions from different 

locations. This was achieved by using principles of convolution theory. 
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Fig. 7 shows the overall frequency distribution for the MEDI experiment of the observed 

nucleation events against undercooling and the probability density function of nucleation 

undercooling for the entire domain calculated through the NPF approach [16]. Therefore, the model 

predicted thermal and observed nucleation and growth data with a good level of agreement. 

 
Figure 7. Overall distribution of the observed nucleation events as a function of the undercooling, 

and the probability density function of nucleation undercooling for the entire domain, both for the 

MEDI experiment and the NPF modelling approach (source: Trinity College Dublin).  

 

Summary 

The microgravity experiments realized in the framework of the CETSOL project are of particular 

importance because this boundary condition is the only one to allow the suppression of thermosolutal 

convection in the melt and diffusive growth of equiaxed grains without sedimentation. The 

experiments provided a unique data basis for development and validation of simulation tools to 

predict CET using different modelling approaches.  

In the next years further experiments will be realized on board the International Space Station ISS 

to broaden the data basis on CET phenomenon. This holds for Batch3a experiments using metallic 

Al-Cu alloys with three different compositions, as well as for in-situ experiments with transparent 

model alloy NPG-DC in the ‘Transparent Alloys’ hardware in the Materials Science Glovebox on 

ISS. In parallel, numerical simulations of CET, especially using advanced three-dimensional grain 

structure models, will be achieved and compared to 3D experimental characterisation by serial 

sectioning to obtain an even more precise understanding of the grain structure formation.  
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Abstract 

Titanium aluminides are light-weight structural materials for use at elevated temperatures, e.g. up to 

800°C, with applications in the aero-engine and automotive markets. Different manufacturing routes 

have been developed to produce near-net shape components including casting, and more specifically 

centrifugal casting. On this background, the European MAP-project GRADECET proposed to 

investigate the solidification of two TiAl-based alloys under hyper-gravity and microgravity 

conditions: Hyper-g experiments were performed in EAS’s Large Diameter Centrifuge (LDC) and 

reference micro-g experiments onboard the sounding rocket MAXUS 9. The project team investigated 

the columnar growth and the columnar-to-equiaxed transition of the primary bcc-phase (Ti) as to 

comprehend the segregation behavior and grain formation as function of  the gravity level. In this 

overview talk we will present the experimental set-up and give an account of the experimental results. 

We will briefly outline the modelling work that has been done so far at distinct scales, spanning from 

CFD at the macro-scale to PF-modelling at the micro-/ meso-scale. The observed effects of 

acceleration forces on the solidification structure will be summarized and discussed. 

 

1. Introduction and research objectives 

Titanium aluminides are light-weight structural materials for use at elvated temperatures, i.e. up to 

800°C. Just recently, the alloy GE4822 with the nominal composition Ti-48Al-2Cr-2Nb, (all at. %), 

has been successfully implemented into commercial aircraft engine applications. The GEnx™ 

engines are the first to use TiAl (alloy GE4822) for their low pressure turbine blades [1]. Extensive 

research and engineering efforts have enabled this commercial implementation [2]. In terms of 

processing developments, conventional gravity casting and centrifugal casting have been established 

but also newer and non-conventional forging as well as additive manufacturing routes are emerging.  

Research efforts thus continue in several directions, among other aiming at a better and quantitative 

knowledge about the solidification morphology and texture evolution as function of alloy 

composition and processing conditions. For casting and specifically centrifugal casting the effects of 
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acceleration forces, which may reach 20g, are of special interest: they will alter the segregation, the 

extent of the mushy zone, the solidification morphology and last but not least the final grain size and 

texture in the cast sample or component. Among other, the transition from columnar to equiaxed 

solidification of the primary phase can contribute to texture mitigation and grain refinement [3] thus 

being of particular interest.  

The joint European Project “GRADECET” proposed to investigate the columnar solidification and 

the columnar-to-equiaxed transition in two TiAl-based alloys using hyper-g experiments in EAS’s 

Large Diameter Centrifuge (LDC) and reference micro-g experiments on-board the sounding rocket 

mission MAXUS 9. In this contribution we describe the experiment design and implementation and 

present the analysis methods applied for sample characterization. We briefly outline the experimental 

observations and the modelling efforts undertaken to substantiate them, while referring to the work 

of the European project partners.   

 

2. Experiment design and implementation 

The experiment configuration employed for the research purposes of “GRADECET” was based on 

the hardware developed by Airbus Defense & Space for a previous flight experiment [4]. The core 

facility is a gradient zone furnace for operation in hyper-g and micro-g conditions, which is capable 

of achieving directional melting and solidification of TiAl-based alloys. The core facility is displayed 

in fig. 1 along with a schematic drawing of the main components, specifically the three resistance 

heaters H1, H2 and H3 used to impose the desired temperature profiles inside a long cylindrical 

sample (diam. 7.8 mm, length 165 mm). The samples were machined by spark erosion from cast ingot 

material. 

 

 

Fig. 1(a): Overview of the gradient zone furnace developed by Airbus Defense & Space 

 

Fig. 1(b): Schematic drawing of the main furnace components 
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The furnace is equipped with three control thermocouples, one at each heater, and with one 

thermocouple implemented in a blind hole at the cold (and unmolten) end of the sample. The exact 

locations of the thermocouples are measured and documented in the control sheet for each 

experiment. This is due to the fact, that it turned out to be more efficient to operate with several 

furnaces, rather than disintegrating and replacing the sample for the follow-up run. One furnace unit 

and the electronic devices for process control, gas supply and other fit well into one gondola of ESA’s 

Large Diameter Centrifuge (LDC) [5], while four furnace units fit together into one experiment 

module of the MAXUS sounding rocket. The gradient zone furnace was used to perform two 

experimental campaigns at ESA’s LDC as well as one experimental campaign on the Sounding rocket 

MAXUS 9. An overview of the experiments is given in table 1.  

Table 1: Overview of experimental campaigns in hyper-g, 1-g and micro-g conditions 

Campaign Alloy, at.% Experiments Date  

LDC-Campaign I  Ti-46Al-8Nb 5 experiments + 1g reference September 2014 

LDC-Campaign II Ti-48Al-2Cr-2Nb 5 experiments + 1g reference March 2016 

MAXUS-9 Ti-48Al-2Cr-2Nb 4 experiments April 2017 

The 1-g reference experiments were carried out with the furnace in vertical position and the direction 

of solidification against earth’s gravity. The hyper-g experiments in the LDC were carried out such 

that the direction of solidification was opposite to the resultant from the centrifugal force and earth’s 

gravity.  The resultant force reached equivalent g-levels of 5g, 10g, 15g and 20g, respectively at some 

mid-sample height position. The 20g experiment was performed twice. This implementation 

corresponds to a liquid density profile which is thermally stable, but solutally unstable, the partition 

coefficient for Aluminium being kAl0.9 and for Niobium kNb1.1. The density inversion thus comes 

from the mushy zone, where lighter liquid is created in interdendritic regions. Fig. 2 displays the 

assembly of the furnace on the base-plate of the experiment gondola and also gives an impression of 

ESA’s LDC at Estec. All experiments were operated by Airbus Defence & Space and supported by 

the Centrifuge team at ESA / Estec and the team at the Swedish Space Corporation in Kiruna, 

respectively.  

 

Fig. 2: Overview of experiment implementation in one gondola of the LDC at ESA / Estec. The 

set-up and images refer to the LDC-Campaign II. The operating parameters are tabulated below. 

Experiment 

name 

Angular  

velocity 

Set 

acceleration 

Resultant acceleration @ 

sample position z=80 mm 

Swinging angle, α 

 rpm rad/s *9.81 m²/s *9.81 m²/s ° 

LDC-II-5g 35.2 3.69 5.5 4.9 11.3 

LDC-II-10g 50.1 5.25 11.0 10.0 5.7 

LDC-II-15g 61.4 6.43 16.5 15.1 3.8 

LDC-II-20g 67.5 7.07 20.0 18.3 3.1 
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The operating parameters of the LDC are listed in the table associated with Fig.2 for the LDC-II 

campaign, but were similar in the LDC-I campaign. The main difference was the position of the 

furnace inside the gondola: in the LDC-II experiments the furnace was mounted in the center of 

gravity of the base-plate inside the gondola, while in LDC-I it was mounted at off-set coordinates. 

Consequently, the resultant force in the LDC-I experiments was not neatly aligned along the samples 

longitudinal axis giving rise to an additional small force component in tangential direction (about 2% 

of the axial force component). The effects of this off-set will be discussed elsewhere. 

The solidification parameters of the experiments were prescribed temperature-time profiles at the 

three heaters of the gradient zone furnace. The profiles were optimized in a series of preparatory 

experiments as to fit into the time span of the sounding rocket flight. Fig. 3 displays the T-t profiles 

defined for the two alloys, i.e. Ti-46Al-8Nb and Ti-48Al-2Cr-2Nb, respectively. The profiles account 

for the different liquidus and solidus temperatures of the two alloys with quenching being initiated 

just below solidus temperature. Liquidus and solidus were measured a priori by differential scanning 

calorimetry (DSC) during melting with a rate of 20 K/min in a DSC Type NETZSCH DSC 404F3. 

 

(a) LDC-I campaign:  Alloy Ti-46Al-8Nb   Tliq=1570°C, Tsol=1504°C, T=66K 

(b) LDC-II campaign: Alloy Ti-48Al-2Cr-2Nb  Tliq=1505°C, Tsol=1463°C, T=42K 

  

(a) Alloy Ti-46Al-8Nb (b) Alloy Ti-48Al-2Cr-2Nb 

 Tini, °C Cooling rates, K/s 

H1 1680 0.0 (t < 120s) 0.3 (t > 120s) 

H2 1680 0.0 (t < 120s) 0.3 (t > 120s) 

H3 1600 0.4 (t < 120s) 0.1 (t > 120s) 
 

 Tini, °C Cooling rate, K/s 

H1 1620 0.0 (t < 120s) 0.3 (t > 120s) 

H2 1620 0.0 (t < 120s) 0.3 (t > 120s) 

H3 1540 0.4 (t < 120s) 0.1 (t > 120s) 
 

Fig. 3: Time-temperature profiles imposed at the heaters for the LDC experiments, the 1g 

reference experiments and for two µg-experiments on the sounding rocket MAXUS9 (b). 

The experimental configuration with only one independent thermocouple inserted in the sample’s 

cold end does not allow to directly measuring the temperature distribution along the sample. For this 

reason solidification modelling was carried out with and without coupling to fluid flow, 

encompassing on the macro-scale the entire furnace, e.g. sample, crucible, cartridge, heaters etc. The 

materials thermophysical properties were read from database entries, while heat transfer coefficients 

were iterated such that experimental measurements could be recovered within reasonable error 

margins. The available measurements were the temperatures recorded by the thermocouple and, more 

importantly, the position of the fusion front visible in metallographic sections of 1g test samples and 

assigned to liquidus and solidus temperatures, respectively. Two independent simulation codes were 

used to this end, one being the commercial CFD-code STAR-CCM+ (Siemens PLM) and the second 

one being developed in OpenFoam by one of the authors, Can Huang. STAR-CCM+ was employed 

for thermal modelling only, since its solidification model currently does not provide for element 
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partitioning between the solid and liquid phase. None the less, the thermal computations give a fairly 

good estimate of the temperature distribution in the sample and capture main features of the transient 

solidification process. The main results from STAR-CCM+ simulations are summarized in fig.4 

based on snapshots of the fraction solid evolution and computed (G,v) conditions which were 

evaluated at the isotherm T*=Tliquidus in the sample axis. 

  
(a) Ti-46Al-8Nb: Fraction solid          (b)  Ti-46Al-8Nb: (G,v) at T*=1570°C 

  
(c) Ti-48Al-2Cr-2Nb: Fraction solid         (d) Ti-48Al-2Cr-2Nb: (G,v) at T*=1505°C 

Fig. 4: Solidification of the two alloys (a,b) and (c,d)  from STAR-CCM+ simualtions of the 

temperature evolution in the entire furnace. Input data are the temperture-time profies at the heaters 

and thermophysical materials properties from database entries. Solidification is modelled by 

coupling to  pre-defined fraction solid vs. temperature curves, such that the release of latent heat is 

accounted for. 

The STAR-CCM+ simulations show that the transient experiments lead to significantly different 

solidification length of the two alloys, basically due to the different solidification intervals at case 

and to minor differences in the thermophysical materials properties. One can also observe from the 

snapshots in fig. 4(a) that the solidification front develops a pronounced curvature as solidification 

proceeds, because radial temperature gradients gradually dominate over the axial gradient. This 

behavior is inherent to the furnace design and to the desired decrease of the axial temperature gradient. 

Obviously alloy Ti-46Al-8Nb with a large solidification interval (T=66 K) and a comparatively 

large mushy zone is more prone to experience radial growth, once the solidification front advances 

above the position z100 mm measured from the cold end of the sample. In fact form the experimental 

series in 1g we observed that the columnar-to-equiaxed transition (CET) and the columnar-to-radial 

transition (CRT) compete with one another.  

From 10 preparatory 1g-experiments performed with slightly different parameters only 1 experiment 

resulted in CET while 9 resulted in CRT. Likewise, as reported in [4], the MAXUS-8 flight 

experiments with Ti-46Al-8Nb also displayed CRT. A systematic meso-scale modelling of the 
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distinct and competing dendrite morphologies at curved solidification fronts is still missing, 

specifically also including the role of interfacial anisotropy and dendrite growth directions. While 

some aspects of the competitive growth have been tackled [4], the topic remains interesting and 

demanding for future simulation work. It is all the more interesting to note, that the hyper-g 

experiments from the LDC-I and LDC-II campaign lead to clear CET events, as shall be outlined in 

the following sections. At contrary, CET was not observed in the 1g reference and µg experiments. 

 

2. Experiment analysis: goals, methodology and highlights 

 

The analysis focused on two distinct aspects, (i) the characterization of the CET-events as function 

of the acceleration forces in the LDC-experiments and (ii) the analysis of columnar growth, 

specifically the dendrite spacing evolution and its dependency on the gravity level. The second subject 

was included after observing that the residual microsegregation in the samples from alloy Ti-48Al-

2Cr-2Nb revealed good image contrast in back-scatter diffraction and also in X-ray tomography. The 

rich results and experimental observations will be presented and discussed in dedicated publications 

by the responsible partners of the GRADECET project team. Here we only describe the experimental 

analysis procedures and selected highlight results. The overarching goal is to understand and model 

the gravity dependency of CET and spacing evolution. 

 

2.1 Sample preparation and microstructure observations at CET 

 

LDC-samples were cut by water-jet along a longitudinal plane which corresponds to the orthogonal 

plane in the rotating coordinate system, containing the growth direction z and the flight direction y as 

depicted in fig. 5a. The plane has been marked on the sample surface before integration into the 

furnace. Overview images in the section planes were taken in the back-scatter electron imaging mode, 

which is sensitive to the atomic number Z and thus to chemical composition. The location of CET-

events was readily observed on the overview images. The analysis of the equiaxed grain structure 

above CET was however rather tedious and not automated, because the phase transformations in 

TiAl-alloys preclude a direct access to the primary bcc-(Ti). Crystallographic determination of the 

(Ti) grains by electron backscatter diffraction EBSD is not practicable. 

 Grain reconstruction was therefore done manually by outlining the grain boundaries following the 

microsegregation pattern in Ti-48Al-2Cr-2Nb and the grain boundary allotriomorphic films in Ti-

46Al-8Nb, respectively. The full characterization work is still to be completed, but some results can 

be highlighted, as shown in fig. 5b. The present observations show that the two alloys behave quite 

differently with respect to the CET:  
 

• In alloy Ti-46Al-8Nb the equiaxed grain size is independent of the angular velocity and the 

corresponding acceleration forces, the volumetric grain density ranging at N 0.7x108 m-3 as an 

average from the LDC-I experiments. 

 

• In alloy Ti-48Al-2Cr-2Nb the equiaxed grain size depends on the angular velocity and the 

corresponding acceleration forces, the volumetric grain density increasing from N 8 x108 m-3 in 

the experiment LDC-II-5g to N 2.4 x1011 m-3 in the experiment LDC-II-20g [6]  

Further microstructure details suggest that this difference relates in fact to a different CET 

mechanism, being related to fragmentation of the columnar mush in Ti-48Al-2Cr-2Nb, but to 

heterogeneous nucleation on unknown seed crystals (impurities) in Ti-46Al-8Nb. According to this 

hypothesis the equiaxed grains are rising particles in the first case [6], but falling particles in the 

second case. This observation is presently being checked with great care, among other by analyzing 

and simulating the accumulation of grains in the distinct locations expected from fluid flow and the 

Coriolis force. The simulation efforts are challenging because several scales need to be tackled and 

bridged, work is still ongoing. 
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Fig. 5: Microstructure at the CET-event from the LDC-experiments performed at 15g. Shown is 

the transition region with outlined equiaxed grains in the z-y plane. The micrographs encompass 

the full sample width of about 7.9 mm in y-direction. 

 

 

2.2 Sample preparation and characterization of columnar dendrite growth 

 

For the Ti-48Al-2Cr-2Nb samples processed under µg, 5g, 15g and 18.3g the primary dendrite arm 

spacing (PDAS) in the columnar region was evaluated on transverse section planes imaged by SEM 

in the backscatter electron mode. For the samples processed under 1g and 15g conditions the PDAS 

was evaluated on transverse section planes from X-ray tomography data. X-ray tomography was 

accomplished using the Zeiss Xradia Versa 520 with kind support from Carl Zeiss Microscopy 

GmbH. The volume scanned at 140 kV and 10 W encompassed two sample halves mounted together 

to give a cylinder with a diameter of about 7.9 µm. The scanned height was equally 7.9 mm extending 

from z77 to z85 from the samples cold ends, respectively. The scan resolution was 4 µm /pixel.  

The primary (Ti) dendrites in the transverse sections as well as their centers were outlined manually 

and further analyzed by the ImageJ software [7] using the Delaunay triangulation method. The 

determined mean values and the standard deviations of the PDAS are listed in table 2. The values 

correspond to a solidified length of 9 to10 mm in each case. 

The experimentally observed dependency of the primary dendrite arm spacing on the experimental 

g-level is very similar to the one reported by [8] for Pb-50 wt.%Sn samples which were processed on 

a centrifuge using directional solidification with constant withdrawal velocity. However this is for 

the first time that experimental data include not only 1g-reference but also µg-reference data. This is 

essential and will allow discriminating between the models proposed so far in literature: in an 

upcoming publication we will discuss the scaling laws proposed by [9, 10, 11, 12] and propose an 

amended model which well describes the overall behavior. The model operates for both steady state 

and transient solidification conditions. 

 

Table 2. Primary dendrite arm spacing as function of the resultant g-level  

Ti-48Al-2Cr-2Nb MAXUS-9, 1g reference and LDC-II experiments 

µg 1g 5g 10g 15g 18.3g 

PDAS, mean value, µm 793 712 489 444 385 372 

PDAS, std. deviation, µµ 223 162 121 107 84 79 
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(a) µg-reference (b) 1g-reference (c) LDC-II-5g 

   

(d) LDC-II-10g (e) LDC-II-15g (f) LDC-II-18.3g 
 

  

(g) Measured spacing distributions (h) Spacings as function of experimental g-level 

Fig. 6: Columnar (Ti) dendrites in alloy Ti-48Al-2Cr-2Nb from transverse section planes 

corresponding to about 10 mm growth length (a through f) along with the measured spacing 

distributions (g) and the experimentally observed scaling behavior (h) for the mean spacing. 

 

3. Modelling strategy at the micro-, meso- and macro-scale 

The GRADECET partners put significant efforts on modelling the solidification coupled to fluid flow 

at the relevant length- and time-scales, spanning from phase-field simulations of dendrite growth and 

motion in response to body forces, to meso-scale modelling of columnar growth in transient 

solidification conditions and last but not least to macro-scale modeling of solidification and fluid flow 

in a rotating frame of reference. Dedicated aspects of model development and preliminary simulation 

results have published, while consolidated and scale bridging simulations of the GRADECET 

experiments are still pending.  
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We briefly outline the current state of modelling with reference to the work of the involved partners. 

Details will be presented at the S&G2018 conference by the partners directly. 
 

(i) The group of Lazlo Gránásy at the Wigner Research Center is further developing and testing a 

computer code that couples a binary quantitative phase-field model to quasi-incompressible lattice-

Boltzmann hydrodynamics in the presence of gravitational forces, while assuming a repulsive 

interaction between crystalline grains [13]. The final goal is to capture some key aspects of the 

equiaxed grain motion under the given acceleration forces and flow conditions (input form macro-

scale) for falling particles (LDC-I-campaign) and rising particles (LDC-II-campaign), respectively. 

Phase-field simulations at Access e.V. using the Micress code focus on columnar growth of (Ti) 

dendrites while systematically varying the direction and magnitude of the gravity vector [14]. 
 

(ii) Meso-scale modelling of columnar dendrites under the transient growth conditions of the 

MAXUS-9 experiments will be taken up by Miha Založnik at the Institut Jean Lamour, based on a 

recently developed envelope model [15]. The computational cost of the mesoscopic model is several 

orders of magnitude lower than phase field modelling and can bridge the gap to macroscopic models. 

The challenge is to apply and assess the model capabilities for the transient solidification process with 

continuously decreasing temperature gradient and increasing growth velocity. Interestingly, this 

scenario, which is so typical for casting, has not yet been analysed systematically with respect to the 

history dependence of spacing evolution. More simple scenarios have been addressed experimentally 

[16] and by a combined cellular automaton–finite difference model [17], e.g. constant velocity and 

varying temperature gradient. 
 

(iii) A volume-averaging solidification model that accounts for the centrifugal and Coriolis 

accelerations in the non-inertial rotating reference frame has been developed at the Institute Jean 

Lamour and was implemented in the framework of the OpenFOAM finitevolume platform. The 

current macro-scale model has been applied to simulate the columnar growth stage in the LDC-II-

experiments and is further being developed to include equiaxed grain nucleation, growth and motion. 

Results will be presented by one of the authors, M. Cisternas, directly at the S&G2018 conference. A 

second volume-averaging solidification model has been implemented in the OpenFOAM finite-

volume platform by one of the authors, Can Huang. This model includes the full furnace enabling to 

simulate macroscopic flow in the liquid during melting and solidification of the LDC-experiments. 

The model refers to the columnar growth stage only. Model equations and results will be presented 

directly at the S&G2018 conference. Finally the partners from Trinity College Dublin developed a 

previous front tracking model to include the solution of Navier-Stokes equations in order to predict 

thermal convection in the liquid region as well as in the columnar mush. A parametric study of the 

directional solidification process on ESA’s centrifuge was performed [18] and compared to 

predictions derived from non-dimensional considerations. 
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Abstract 

Two types of FeSi alloys are being tested in terms of their viscosity against the effect of superheat, 

the shear rate and the alloys composition. Thermophysical properties of metals play such a significant 

role in casting processes with one of the most critical which is viscosity. The viscosity results were 

fitted upon the Arrhenius equation, which shows the relation between viscosity and temperature. One 

more effect on viscosity that would be investigated in this project is microgravity, in collaboration 

with the European Space Agency, FeSi alloys would be tested in International Space Station and in 

ESA parabolic flights. FeSi alloys or Electrical steels are mainly used in aerospace and electronics 

industrially, due to their low electrical resistivity and their magnetic properties. Viscosity as a 

property, is the most important one in terms of flow behaviour and as a result viscosity plays a critical 

role in casting and solidification processes. The viscosity of Fe3Si and Fe10Si were being measured 

using a rotational high temperature viscometer with DCC geometry, which allows to conduct 

viscosity measurements altering the shear rate, in order to test how viscosity of liquid metals changes 

with the alteration of shear rate. The non-Newtonian behaviour of metals is clearly visible in the 

experiments, despite the fact that metal melts are considered Newtonian liquids. All the set of alloys 

that were tested exhibit a non-Newtonian behaviour. A study on the viscosity of these alloys and how 

it is influenced, contribute to identify and quantify the relations between alloys microstructure and 

physical properties. Analysis on the oxides that formed during the measurements and their effect on 

the viscosity of melt is conducted using Scanning Electron Microscopy with Energy Dispersive 

Spectroscopy and Laser Scanning Confocal Microscopy. 
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Abstract 

Over the past decades, the European Space Agency (ESA) has developed and employed a suite of 

microgravity platforms that enables scientific and industrial communities to conduct space-relevant 

investigations for the physical as well as for the life sciences. These platforms include drop towers, 

parabolic flights, sounding rockets, and the International Space Station (ISS), each with their 

particular features and hence application areas. 

This paper gives an overview of the research programme on materials science using ESA’s 

microgravity platforms, thereby drawing from the various projects that are conducted by (European) 

research teams in this domain. Examples are on solidification studies – in which melt flow, 

sedimentation and floatation are effectively suppressed – by amongst others the use of X-ray imaging 

equipment, and the study of solidification kinetics and the measurement of thermo-physical property 

data by means of an electromagnetic levitator. Results from these investigations provide for unique 

benchmark data for the testing and validation of fundamental theories and for modelling and 

simulation of (solidification) processes. This is to further enhance science-based predicting 

capabilities across the various material classes, relating to the formation of microstructures and 

defects in castings, the microstructural control for designed mechanical and physical properties, and 

so on. 

 

Microgravity Materials Science Solidification Studies – An American 

Perspective 

Richard Grugel 

Keywords: Microgravity, Alloy Solidification, International Space Station 

Abstract 

A historical overview of solidification studies conducted in a microgravity environment, primarily 

from an American perspective, is presented. Past, current, and future investigations are described in 

view of the microgravity platform utilized. Results, and challenges, are discussed and a novel 

paradigm to conducting microgravity experiments on the International Space Station is introduced. 
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Abstract 

The ESA-MAP research program MICAST (Microstructure Formation in CASTing of Technical 

Alloys under Diffusive and Magnetically Controlled Convective Conditions) focuses on a systematic 

analysis of the effect of convection on microstructure evolution in cast Al-alloys. Questions are, for 

example, how intensity of convection and flow direction act on the evolution of the mushy zone, on 

macro- and micro-segregations, on dendrite morphology, on the growth mode and on spatial 

distribution of intermetallic precipitates. 

In order to simplify the complex interactions between heat and mass transport and microstructure 

evolution, the experiments performed by the MICAST team are carried out under well-defined 

thermally and magnetically controlled convective boundary conditions using directional 

solidification. They are analysed using advanced diagnostics and theoretical modelling, involving 

micro-modelling and global simulation of heat and mass transport. 

The MICAST team uses binary, ternary (enriched with Fe and Mn) and technical alloys of the 

industrially relevant Al‐Si cast alloys family. In the frame of the MICAST project solidification 

experiments were performed on the International Space Station (ISS) in the ESA payload Materials 

Science Laboratory (MSL) with a low gradient furnace (LGF) and a high(er) gradient one (SQF, 

Solidification and Quenching Furnace) to complement the scanning of a range of solidification times. 

Binary Al-7wt.%Si and ternary Al-7wt.%Si-1wt.%X (X=Fe, Mn) alloy samples were directionally 

solidified under both purely diffusive and stimulated convective conditions induced by a Rotating 

Magnetic Field (RMF). This contribution gives an overview on recent experimental results and 

theoretical modelling of the MICAST team and gives an outlook for the upcoming years of ISS 

experimentations by the team and the questions to be addressed with future experiments. 
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Overview of the µg-Foam ESA MAP project 

F. Garcia-Moreno, T. Neu, P. Kamm, F. Bülk, S. Hutzler and J. Banhart 

Abstract 

Metal foams are already found in commercial applications, but beside costs there are still other 

aspects hindering their breakthrough in the market. The main one is the sometimes unsatisfactory 

quality of the foam structure represented by the pore size distribution and density homogeneity. It is 

hard to cope with this due to the lack in understanding basic phenomena ruling foaming and in the 

availability of data for simulations. To overcome these problems there is a need to understand bubble 

nucleation, foam growth and evolution and cell wall stabilization in the liquid state, as they determine 

the cellular structure after solidification. For this purpose, non-destructive methods and different 

gravity levels are required to measure liquid foam properties in-situ. 

 

X-ray radioscopy is known to be a powerful tool for qualitative and quantitative in-situ analyses in 

materials science in general and especially for metal foams. The method was used under microgravity 

in the ESA MAP project ‘µg-Foam’ for the first time and enabled studies of liquid foam evolution, 

drainage, bubble coarsening, diffusion of alloy constituents, liquid metal imbibition and foam 

solidification. We will review the highlights of the 46th and 51st ESA Parabolic Flight Campaigns and 

of the ESA Sounding Rocket Maser 11, but concentrate on recent results obtained during the 65th and 

67th ESA Parabolic Flight Campaigns. 

 

On Earth, gravitational flow induces changes of foam structure such as liquid metal drainage during 

and after the growth process and make fabrication of foams with homogeneously distributed liquid 

fractions difficult. The latter influences liquid film thickness and consequently the bubble rupture 

rate, bubble size distribution and gas interdiffusion. Liquid drainage under 1 g and 1.8 g followed by 

liquid metal imbibition of a foam during µg is evaluated. The imbibition ability of evolving liquid 

metal foams is demonstrated at 1.8 g and explained by a balance of capillary and gravitational forces. 

The role of liquid foam viscosity of aluminium-based metal foams prepared by the Formgrip method 

with 5, 10 and 20 vol% of SiC particles is presented. The resulted density profiles of the foams during 

gravity transitions were used to obtain non-destructively quantitative data about properties of liquid 

metal foams such as their effective viscosity and surface tension by solving the foam drainage 

equation. The foam coalescence rate was analysed during parabolic flights but also for more than 6 

minutes microgravity The unexpected conclusion was that not only gravity but also the external 

blowing agent contribute to liquid film rupture. This encouraged the MAP team to develop an external 

blowing agent free alloy which gives rise to an improved cellular structure and a reduced coalescence 

rate as demonstrated recently in a parabolic flight.   
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Melting in Microgravity: How crystalline shape changes led to new insights 

about interface dynamics 

Martin Eden Glicksman 

Abstract 

Microgravity experiments allowed quantitative measurements on the shape evolution of melting 

ellipsoidal-shaped crystals of pivalic anhydride (PVA), an FCC substance. Crystallites of PVA 

initially melted self-similarly, maintaining a nearly constant major-to-minor axial ratio. However, 

when these crystallites melted to about 5 mm in length and 250-500 microns in diameter, their axial 

ratios suddenly fell by an order-of-magnitude, from about 10-20 to unity. Without interference from 

sedimentation and convection, needle-like crystals melting under diffusion-controlled conditions 

were observed to spheroidize spontaneously. 

In the 6 years since these experimental observations were reported, we determined that solid-liquid 

microstructures support capillary-mediated fields that redistribute small rates of thermal energy along 

curved interfaces. These scalar fields locally modulate an interface’s mean motion, and 

deterministically auto-stimulate pattern evolution at spatial scales from 100 nm up to several 

millimeters. The presence of capillary energy fields was predicted theoretically by rigorous 

application of the Leibniz-Reynolds transport theorem, which imposes omnimetric energy 

conservation, i.e., higher-order local energy balance at all continuum length scales. Surprisingly, the 

standard paradigm––the Stefan balance–– for interfacial energy/mass conservation in solidification 

problems excludes capillarity and fails to provide the desired omnimetric balances. Stefan balances, 

in fact, prevent identifying what causes microstructure formation in solidification. As a result, 

selective amplification of noise, proposed over 40 years ago, is still accepted as the fundamental 

microscopic physics for interfacial pattern formation in both natural crystal growth and technical 

solidification processes. 

Capillary energy fields have recently been “exposed” and measured using phase-field simulation of 

solid-liquid grain boundary grooves constrained by a thermal gradient. The presence of energy fields 

introduces a small non-linear component in the groove’s interface thermo-potential. Subtracting the 

uniform gradient’s linear potential distribution from the measured interfacial thermo-potential 

produces a “residual” that is proportional to the interfacial field strength. The distribution of interface 

residuals was measured for a variety of stationary grain boundary grooves to an accuracy of +/-5 ppm 

using multiphase-field simulation. Capillary fields so revealed confirm analytic predictions of 

persistent capillary “bias fields” derived from sharp-interface thermodynamics. Phase-field 

simulations provide the first independent quantitative support for the presence of predicted capillary-

mediated fields along solid-liquid interfaces. These results, prompted by observations made in 

microgravity help to answer a long-standing question in materials science: What fundamental 

mechanism stimulates dynamic formation of diffusion-limited microstructures, and provides the 

relevant physics to improve microstructure-level control in alloy casting and additive 

manufacturing? 

 

  



42 
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Abstract 

Low pressure turbine blades (LPT) made by centrifugal casting from titanium aluminides require 

demanding process control, as to achieve desired solidification microstructures. The columnar-to-

equiaxed transition (CET) and the related texture are of special interest. In the joint European Project 

“GRADECET” this transition was investigated in μg, 1g and hyper-g conditions. We will present 

results for the alloy Ti-46Al-8Nb, (all at.%) gained from experiments in EAS’s Large Diameter 

Centrifuge (LDC), and from numerical modelling of melting/solidification coupled with thermo-

solutal convection in both the mushy zone and the melt. We will describe the experimental set-up and 

integration into ESA’s LDC and outline the experimental parameters. 

We will show that CET sensitively depends on centrifugal forces and Coriolis forces. With increasing 

angular velocity the equiaxed grain formation is promoted, while also depending on alloy 

composition and the alloy’s solidification pathway. Modelling is an essential contribution to 

understanding the hyper-g experiments. Our numerical model handles thermal radiation and 

conduction in the entire furnace, the transient steps of melting and the subsequent solidification while 

being limited to the columnar solidification region. Furthermore, we used motion of “tracer particles” 

to mimic the motion of equiaxed nuclei in the thermo-solutal convective flow under centrifugal 

condition. This was done by Lagrange particle models and was one-way coupled with solidification. 

Taken together the simulation results reveal that the centrifugal forces and Coriolis forces affect the 

flow pattern and the magnitude of the flow thus changing the growth conditions at the columnar front 

as well as the undercooling ahead of the columnar front. The CET conditions based on Hunt’ model 

are met more early, when the angular velocity in the LDC increases. Accordingly the length of the 

columnar region decreases when the angular velocity in the LDC increases in good agreement with 

experimental observations. Distinct scenarios about the origin of equiaxed grains will be set forth and 

discussed. 
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Abstract 

During solidification of an undercooled melt, the dendrite growth velocity generally shows a 

monotonous increase for increasing initial undercoolings. In Al-rich Al-Ni alloys, however, the 

opposite behavior, i.e. a decreasing growth velocity for increasing undercoolings has been observed 

[1]. Different hypotheses were discussed, and experiments under terrestrial and microgravity 

conditions on board the International Space Station (ISS) were carried out to investigate this 

anomalous behavior. The experiments reproduced the terrestrial results concerning the reverse trend 

of growth velocity and undercooling. Microstructural studies revealed that a different growth 

mechanism acts in this type of alloy. It is conjectured that the observed front is a front of multiple 

nuclei propagating along the sample surface. From the multiple nucleation sites, dendrites grow 

towards the center of the sample, as can be clearly seen by the orientation of the primary dendrites. 

The idea of a feedback mechanism is put forward to explain the decreasing velocity for higher 

undercoolings: nucleation and growth lead to the release of heat and rejection of solute from the 

solid/liquid interface. The increase in temperature and change in composition influence the active 

layer of nucleation around the growing dendrite. This apparently leads to a higher nucleation 

probability, and the numerous nucleation events slow down the front propagation. Further details and 

mechanisms will be discussed. 
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Abstract. We review and compare the [Wheeler-Boettinger-McFadden Phys. Rev A 45, 1992] 

(WBM), free energy based, phase field formulation of alloy solidification, with the grand potential 

energy formulation (GPF) of [Plapp Phys. Rev E 84, 2011] and so, by association, the two phases 

approach of [Kim-Kim-Suzuki Phys. Rev. E 60, 1999]. We ask what the effective differences are 

between these approaches: are they equivalent? We then advocate an approach that lies within the 

WBM scheme, yet remains consistent with the GPF. This has the flexibility to apply, with some 

modification, to arbitrary bulk free energies, including CALPHAD-type descriptions such as Redlich-

Kister relations for solution phases and sub-lattice models for non-stoichiometric intermetallics. The 

proposed model avoids some inherent complications implicit in the grand potential formulation, e.g. 

inverting the relation between chemical potential and solute concentration. 

Introduction 

The phase field modelling of binary alloy solidification involves the specification of a free energy 

functional, 𝐹 = ∫ 𝑓(𝜙, ∇𝜙, 𝑐, 𝑇)𝑑𝑉 of the independent variables: phase,𝜙, concentration c, and 

temperature 𝑇. Then, by specifying diffusion parameters the functional is optimally minimised to 

give the dynamic equations for 𝜙, 𝑐 and 𝑇. The free energy density, 𝑓, consists of a surface bulk 

contribution: 𝑓 = 𝑓𝑠𝑢𝑟𝑓 + 𝑓𝑏𝑢𝑙𝑘 . However, this paper is largely concerned with the bulk free energy 

density construction, which we abbreviate: 𝑓𝑏𝑢𝑙𝑘 ≡ 𝑓𝐵 . 

Databases such as SGTE [1] provide free energy densities of particular phases of matter as a 

function of 𝑐 and 𝑇. Phase field modelling combines these bulk densities with the phase parameter to 

give the bulk free energy of the combined mixture, so that just as 𝑐 provides the alloy concentration, 

𝜙 provides the proportion of the two phases at any point in the domain. 

In phase field the interface may be formally identified at the value of 𝜙 = 0.5 intermediate 

between the bulk values, here solid at 0, and liquid at 1. To maintain a finite and slowly varying value 

of 𝜙 at the interface, a gradient 𝛻𝜙 and potential well are introduced, and in doing so the phase field  

model can accommodate measured surface energy parameters.  

This paper concerns the phase field modelling advocated by [2] as an improvement on [3] on the 

construction of bulk free energy rather than surface energy. In turn [2] shows that their formulation 

is equivalent to that of [4] and so gives that model a firmer theoretic foundation.  

Let us assume that we have two free energy densities for the liquid and solid phases: 

𝑓𝐿 = 𝑓𝐿(𝑐, 𝑇), 𝑓𝑆 = 𝑓𝑆(𝑐, 𝑇). (1) 

A natural way to combine these densities into a bulk free energy density, 𝑓𝐵 , using 𝜙 as a weight is: 
𝑓𝐵 = 𝑓𝐵(𝜙, 𝑐, 𝑇) = 𝜙 𝑓𝐿  (𝑐, 𝑇) + (1 − 𝜙)𝑓𝑆  (𝑐, 𝑇). (2) 

The driving force for phase change is then 
𝜕𝑓𝐵

𝜕𝜙
= 𝑓𝐿 − 𝑓𝑆. (3) 

This is independent of 𝜙 and thus also, by implication, there is a force in the bulk. But we know 

that the driving force for phase change can only originate at the surface (the bulk states are 

metastable). The standard way to address this issue, e.g. [3], is to introduce an interpolation 

function, g(ϕ) with gradients, g′(ϕ), that vanish at the extreme values 𝜙 = 0,1 and write 
𝑓𝐵 = 𝑔(𝜙)𝑓𝐿(𝑐, 𝑇) + 𝑔(1 − 𝜙)𝑓𝑆(𝑐, 𝑇), (4) 
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where it is assumed 𝑔(0) = 0, 𝑔(1) = 1. A cubic interpolation function,  𝑔(𝜙), can be found such 

that given, 𝜙 = 1/2 [1 + tanh (
𝑥−𝑉𝑡

𝛿
) ],  we have   𝜙̇ ∝ 𝑔′(𝜙). The driving force, 

𝜕𝑓𝐵

𝜕𝜙
=

𝑔′(𝜙)(𝑓𝐿 − 𝑓𝐵), where, for pure metals 𝑓𝐿 − 𝑓𝑆 ≈ const, and at equilibrium (melting temperature), 

vanishes, but the WBM model does not have an analogous feature. This led Plapp [2] to explore the 

use of the chemical potential, 𝜇 =  
𝜕𝑓

𝜕𝑐
  as a variable in order to define the bulk grand potential term 

(dropping 𝑇 from hereon): 
𝜔𝐵(𝜙, 𝜇) = 𝑔(𝜙)𝜔𝐿(𝜇) + 𝑔(1 − 𝜙)𝜔𝑆(𝜇), (5) 

where the chemical potentials, 𝜔𝐿, 𝜔𝑆, have the property  ωL(μe ) =   ωS(μe) for equilibrium 

chemical potential 𝜇𝑒 .  Similar to the bulk free energy density, the grand potential energy density, 

𝜔𝐵 , forms the bulk part of the grand potential energy density, 𝜔 = 𝜔(𝜙, 𝜇).  
𝜕𝜔𝐵(𝜙,𝜇)

𝜕𝜙
|
𝜇=𝜇𝑒

= 0, (6) 

we have a model which resembles the pure metal, 
𝜕𝑓𝐵(𝜙,𝑇)

𝜕𝜙
|
𝑇=𝑇𝑒

= 0. (7) 

There is a major stumbling block with this approach: databases do not routinely give energy 

densities in terms of chemical potential. However, this problem can easily be overcome in situations 

where the free energy densities, 𝑓𝐿  and 𝑓𝑆 are quadratic in c, and indeed most if not all applications 

of the grand potential formulation use quadratic approximation about the equilibrium concentrations 

of the true free energy densities. 

The key to understanding the approach of [2] is that, for each phase 
𝜔𝐿 = 𝑓𝐿 − 𝜇𝐿𝑐𝐿 
𝜔𝑆 = 𝑓𝑆 − 𝜇𝑆𝑐𝑆 

(8) 

where the chemical potentials are 

𝜇𝐿 = 
𝜕𝑓𝐿( 𝑐,𝑇)

𝜕𝑐
|
𝑐=𝑐𝐿

, 𝜇𝑆 = 
𝜕𝑓𝑆( 𝑐,𝑇)

𝜕𝑐
|
𝑐=𝑐𝑆

. (9) 

Their idea is to set 
𝜇𝐿 = 𝜇𝑆, (10) 

and refer to this as the chemical potential, 𝜇. These last equations allow us to find solutions, 𝑐𝐿 =
𝑐𝐿(𝜇), 𝑐𝑆 = 𝑐𝑆(𝜇), and so allow us to write ω as a function of ϕ, μ. There is a subtlety here in that it 

appears, 𝜔 ≠   𝑓 − 𝜇 𝑐, the  true Legendre transformation from  𝑓 to 𝜔. But we can, in principle, 

construct f from ω by using 𝑓 = 𝜔 + 𝜇 𝑐 to find the equivalent free energy construction. What we 

find is that the value of  f intermediate between the pure phases interpolate (as a function of 𝜙) in 

such a way as to have a common tangent throughout. If we can show, therefore, that the Legendre 

transformation from free energy to grand potential leaves the underlying system unchanged, it 

follows that using the approach of [2] is equivalent to a specific manner of interpolation of the pure 

phases.  

The relation between Grand potential and Free energy formulation in phase field 

Assume the free energy is a functional of 𝝓, 𝒄 

𝐹 = ∫ 𝑓(𝜙, ∇𝜙, 𝑐)𝑑𝑉, (11) 

and the grand potential is a functional of a phase field 𝜓 and chemical potentaial , 𝜇 
Ω = ∫ 𝜔(𝜓, ∇𝜓, 𝜇)𝑑𝑉. (12) 

The relation between the two potentials is given by 
𝜔 = 𝑓 − 𝜇𝑐, (13) 

where 

𝜇 =
𝛿𝐹

𝛿𝑐
=

𝜕𝑓

𝜕𝑐
, 𝑐 = −

𝛿Ω

𝛿𝜇
= −

𝜕𝜔

𝜕𝑐
, (14) 

As a consequence the functionals are related 
Ω = 𝐹 − ∫ 𝜇𝑐 𝑑𝑉 (15) 

or 
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𝐹 = Ω + ∫ 𝜇𝑐 𝑑𝑉 (16) 

The transformation between the two potentials assumes that 𝜙 = 𝜓, but we find it clearer to keep 

the notation for the phase distinct because 
𝜕

𝜕𝜙
|
𝑐
≠

𝜕

𝜕𝜓
|
𝜇

 . (17) 

In fact, by the chain rule 
𝜕

𝜕𝜙
=

𝜕𝜓

𝜕𝜙

𝜕

𝜕𝜓
+

𝜕𝜇

𝜕𝜙

𝜕

𝜕𝜇
=

𝜕

𝜕𝜓
+

𝜕𝜇

𝜕𝜙

𝜕

𝜕𝜇
 (18) 

we also have 
𝜕

𝜕∇𝜙
=

𝜕

𝜕∇𝜓
+

𝜕𝜇

𝜕∇𝜙

𝜕

𝜕𝜇
, (19) 

which implies 
𝛿Ω

𝛿𝜙
=

𝜕𝜔

𝜕𝜙
− ∇ ⋅

𝜕𝜔

𝜕∇𝜙
 

= (
𝜕𝜔

𝜕𝜓
+

𝜕𝜇

𝜕𝜙

𝜕𝜔

𝜕𝜇
) − ∇ ⋅ (

𝜕𝜔

𝜕∇𝜓
+

𝜕𝜇

𝜕∇𝜙

𝜕𝜔

𝜕∇𝜇
) 

=
𝜕𝜔

𝜕𝜓
− ∇ ⋅

𝜕𝜔

𝜕∇𝜓
+

𝜕𝜇

𝜕𝜙

𝜕𝜔

𝜕𝜇
− ∇ ⋅ (

𝜕𝜇

𝜕∇𝜙

𝜕𝜔

𝜕𝜇
) 

=
𝛿Ω

𝛿𝜓
+

𝜕𝜇

𝜕𝜙

𝜕𝜔

𝜕𝜇
− ∇ ⋅ (

𝜕𝜇

𝜕∇𝜙

𝜕𝜔

𝜕𝜇
). 

(20) 

Applying this to Eq. (16) (in the second line below) gives 

 
𝛿𝐹

𝛿𝜙
=

𝛿Ω

𝛿𝜙
+

𝛿∫ 𝜇𝑐

𝛿𝜙
 

= (
𝛿Ω

𝛿𝜓
+

𝜕𝜇

𝜕𝜓

𝜕𝜔

𝜕𝜇
− ∇ ⋅ [

𝜕𝜇

𝜕∇𝜙

𝜕𝜔

𝜕𝜇
]) +

𝛿𝜇𝑐 

𝛿𝜙
 

=
𝛿Ω

𝛿𝜓
+

𝜕𝜇

𝜕𝜙

𝛿Ω

𝛿𝜇
− ∇ ⋅ [

𝜕𝜇

𝜕∇𝜙

𝛿Ω

𝛿𝜇
] + 𝑐

𝜕𝜇

𝜕𝜙
− ∇ ⋅ 𝑐

𝜕𝜇

𝜕∇𝜙
  

=
𝛿Ω

𝛿𝜓
−

𝜕𝜇

𝜕𝜙
𝑐 + ∇ ⋅ [

𝜕𝜇

𝜕∇𝜙
𝑐] + 𝑐

𝜕𝜇

𝜕𝜙
− ∇ ⋅ 𝑐

𝜕𝜇

𝜕∇𝜙
 

=
𝛿Ω

𝛿𝜓
 

(21) 

where we have assumed no gradient of 𝜇 in 𝜔 (as is the case in [2]) so that 
𝛿Ω

𝛿𝜇
=

𝜕𝜔

𝜕𝜇
 (22) 

However, we have allowed that 𝜇 = 𝜇(𝜙, 𝛻𝜙, 𝑐). The above calculation infers that 

𝜙̇ = −𝑀
𝛿𝐹

𝛿𝜙
 (23) 

is identical to 

𝜓̇ = −𝑀
𝛿Ω

𝛿𝜓
, (24) 

since,  𝜙 = 𝜓 ⇒ 𝜙̇ = 𝜓̇ . If we can show that the field equation for μ appearing in [2] is 

indistinguishable from the standard equation for solute 

𝑐̇ = ∇ ⋅ 𝐷∇
𝜕𝑓

𝜕𝑐
, (25) 

then we will have established that the GPF gives identical physics, and so an identical phase profile 

to WBM. The construction of the equation for 𝜇 in [2] is achieved by using the chain rule 

𝑐̇ =
𝜕𝑐

𝜕𝜓
𝜓̇ +

𝜕𝑐

𝜕𝜇
𝜇̇ (26) 

plus Eq. (25). Since there is no freedom to choose the coefficients of  𝜓̇   and   𝜙̇      the resulting 

equation for 𝜇 must be equivalent to the equation for  𝑐. This might appear to counter the claim, in 

[2], that the equilibrium phase profile is different in the two formalisms. This apparently 

paradoxical statement is resolved in the next section by a simple worked example. 
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The paradox resolved by example 

We have seen that the GPF is formally identical to WBM, and yet clearly the model in [2] is different. 

The resolution of this is seen in the examples given in [2] where the chemical potential, 𝝁 is not 

defined via  𝝁 =
𝝏𝒇

𝝏𝒄
  where 𝒇 is defined as in WBM.  The definition of 𝝁 in [2] can be made compatible 

with 𝝁 =
𝝏𝒇

𝝏𝒄
 by changing the definition of  𝒇 in WBM. When this is done, we see that GPF is identical 

with WBM. To illustrate this, define example free energies: 

𝑓𝐿 = (𝑐 − 0.25)2 

𝑓𝑆 = (𝑐 − 0.75)2 + 0.1𝑐 
(27) 

For this toy example we find using Eq. (8) that 

 
𝜔𝐿 = 0.0625 − 𝑐𝐿

2 

𝜔𝑆 = 0.5625 − 𝑐𝑆
2 

(28) 

By setting 𝜇 = 𝜇𝐿 = 𝜇𝑆, we can invert these to give two values of 𝑐 (the two points where the 

tangents on each curve are equal to 𝜇): 
𝑐𝐿 = 0.25 + 0.5𝜇 

𝑐𝑆 = 0.7 + 0.5𝜇 
(29) 

These are then inserted into Eqs. (28) as follows 
𝜔𝐿(𝑐𝐿(𝜇)) = 0.0625 − 𝑐𝐿

2 = −0.25𝜇 − 0.25𝜇2 

𝜔𝑆(𝑐𝑆(𝜇)) = 0.5625 − 𝑐𝑆
2 = 0.0725 − 0.7𝜇 − 0.25𝜇2 

(30) 

We can solve 𝜔𝐿(𝑐𝐿𝜇)) = 𝜔𝑆(𝑐𝑆𝜇) to obtain, for example, the slope of the common tangent at 

equilibrium, μe = 0.16111. The solute concentration is given by the relation Eq.  (14) and Eq. (5), 

with 𝑔 = 3𝜙2 − 2𝜙3, giving: 𝑐 = 0.7 + 0.9𝜙3 − 1.35𝜙2 + 0.5𝜇. This may be inverted to give 
𝜇 = −1.8𝜙3 + 2.7𝜙2 − 1.4 + 2𝑐. (31) 

Now using the Legendre transformation, 𝑓 = 𝜔 + 𝜇𝑐, we obtain 
f = .81ϕ6 − 2.43ϕ5 + 1.8225ϕ4 − 1.8ϕ3 c +  2.7ϕ2c + c2 + 1.405ϕ3 − 2.1075ϕ2 + .5625 − 1.4c. (32) 

It is instructive to examine this as a series of 11 superimposed plots at fixed values of ϕ ∈ [0,1], 
shown below Fig. 1 in blue, and to be compared with the equivalent WBM curves in red. We see 

that GPF preserves the common tangent but not the point of intersection. This illustrates that the 

GPF method in [2] is effectively a method of interpolating the free energy curve for each phase, 

which keeps a common tangent, and thus suggests that the same result can be achieved directly. 

 

 

Figure 1. Illustration of the way the two methods interpolate between the pure phases: (a) GPF 

keeps the common tangent and (b) WBM keeps the common point. The GPF keeps a common 

tangent for all intermediate free energy curves 
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A direct approach to bulk free energy construction 

We end with a more direct way of defining the free energy that is equivalent to the above for this 

example. The idea is to translate the pure phase curve, 𝑓𝐿  such that the point (𝑐𝐿
𝑒, 𝑓𝐿(𝑐𝐿

𝑒)) moves in a 

straight line, to a point (𝑐𝑆
𝑒, 𝑓𝑆(𝑐𝑆

𝑒)) as a function of 𝜙, where 𝑐𝐿
𝑒, 𝑐𝑆

𝑒are the common tangent 

equilibrium concentrations. We denote this function by 𝑓𝐿̅(𝜙, 𝑐)and thus, by design, it has the 

property that 𝑓𝐿̅(𝜙 = 0, 𝑐 = 𝑐𝑆
𝑒) = 𝑓𝑆(𝑐𝑆

𝑒), and also 𝑓𝐿̅′(𝜙 = 0, 𝑐 = 𝑐𝑆
𝑒) = 𝑓𝑆′(𝑐𝑆

𝑒). Similarly with 

𝑓𝑆̅(𝜙, 𝑐). Thus the barred functions are given by 
𝑓𝑆̅(𝜙, 𝑐) = 𝑓𝑆[𝑐 − 𝑔(𝜙)(𝑐𝐿

𝑒 − 𝑐𝑆
𝑒)] + 𝑔(𝜙)[𝑓𝐿(𝑐𝐿

𝑒) − 𝑓𝑆
𝑒(𝑐𝑆

𝑒)], 
𝑓𝐿̅(𝜙, 𝑐) = 𝑓𝐿[𝑐 − 𝑔(1 − 𝜙)(𝑐𝑆

𝑒 − 𝑐𝐿
𝑒)]  + 𝑔(1 − 𝜙)([𝑓𝑆(𝑐𝑆

𝑒) − 𝑓𝐿(𝑐𝐿
𝑒)]. 

(33) 

Since these two functions both have a common tangent with 𝑓𝐿 , 𝑓𝑆 it follows that an interpolation of 

the two will also have a common tangent. Thus the function 
𝑓(𝜙, 𝑐) = 𝑔(𝜙)𝑓𝐿̅(𝜙, 𝑐) + 𝑔(1 − 𝜙)𝑓𝑆̅(𝜙, 𝑐), (34) 

creates a set of interpolating curves with a common tangent as in the above figure in blue. We find 

that the functional gradients are 
𝜕𝑓

𝜕𝑐
= 𝑔𝑓𝐿

′(𝑐 − 𝑔Δ𝑐 + Δ𝑐) + (1 − 𝑔)𝑓𝑆
′(𝑐 − 𝑔Δ𝑐), 

𝜕𝑓

𝜕𝜙
= 𝑔′(𝑓𝐿(𝑐) − 𝑔Δ𝑐 + Δ𝑐) − 𝑓𝑆(𝑐 − 𝑔Δ𝑐) − Δ𝑐 

𝜕𝑓

𝜕𝑐
, 

(35) 

where Δ𝑐 = 𝑐𝐿
𝑒 − 𝑐𝑆

𝑒. These relations are valid for any functions, 𝑓𝐿 , 𝑓𝑆, and there is no need for 

function inversion. However, the database functions 𝑓𝐿 , 𝑓𝑆 are not defined outside the interval 𝑐 ∈
[0,1] and so the above construction only works if these functions are extended beyond this interval, 

for example, by constructing a quadratic function about the equilibrium point with a common 

tangent and second derivative.  

Conclusions 

We have shown the equivalence of GPF and WBM phase field models, and that the apparent 

difference lies with free energy construction. GPF modelling inevitably involves compromise of the 

database function in the metastable regions. Despite this, GPF modelling has many attractive 

features and explains its adoption in many multiphase models, e.g. [5], which extends the idea to a 

multiphase context.  
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Abstract. A two-dimensional model to simulate the dendritic growth in pure melt is developed. Phase 

field model is used to derive the system of partial differential equations describing the temporal 

evolution of the solid-liquid interface and temperature field. Quantitative simulations are assured by 

the use of model parameters obtained by the thin-interface limit of the phase field model. Meshless 

local radial basis function collocation method and explicit Euler scheme are used for the spatial and 

temporal discretization of the phase field equations, respectively. The spatial convergence of the 

method is verified on the regular node arrangement. Dendrite morphologies at different preferential 

growth directions are compared among each other in order to assess the directional independence of 

the numerical approach. Advantages and shortcomings of the novel numerical method as well as 

further developments are discussed. 

Introduction 

The dendritic growth is one of the most commonly observed phenomena in the solidification of 

metals. The dendritic morphology has large impact on the material properties of the solidified material 

[1–3], consequently, it is very important to understand the key physical mechanisms, determining the 

final microstructure.  

Theoretical studies represent a powerful tool for the prediction of microstructure evolution in the 

solidifying material. In 1980s phase field (PF) method [4,5] was introduced in the field of modeling 

free boundary problems in materials science for the purpose of studying dendritic growth from a pure 

melt [6–8]. The method introduces an order parameter or PF, a continuous field representing phases. 

For example, PF 1=  and PF 1= −  represent the solid and the liquid phase, respectively, as PF 

continuously varies between these two values in the thin solid-liquid boundary layer, while the 

position of the solid-liquid interface is determined by PF 0= . A link between PF and other 

thermodynamic variables is given by a free energy functional. A system of partial differential 

equations, determining the spatial-temporal evolution of PF and other thermodynamic variables, is 

obtained by a dissipative minimization of the functional [9–11].  

Numerical implementations [12–14] of first PF models for dendritic growth in pure materials [6–

8] are straightforward, since PF models do not require explicit tracking of the solid-liquid interface. 

First models are, however, unable to simulate the important physical limit, where the attachment 

kinetics undercooling can be neglected. Another limitation of first PF models is the requirement of 

very thin interface widths and consequently time consuming simulations on large computational 

domains. The derivation of thin-interface limit of PF model [15,16] removed both limitations, 

allowing quantitative simulations of dendritic growth in pure materials, however, experimentally 

relevant situations were still difficult to simulate, due to the large stiffness of non-linear PF equations. 

To overcome this problem, a large number of different computational approaches have been 

developed in the last twenty years [17,18]. 

In this paper, meshless local radial basis function collocation method (LRBFCM) [19] is used for 

the spatial discretization of PF equations, while simple explicit Euler scheme is used for the temporal 

discretization. Considering transient problems, LRBFCM was first applied for the diffusion problems 

[19] and was later successfully used for studying many different scientific and engineering problems 
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[20–24]. The simulation of dendritic growth from a pure melt by using LRBFCM is, to the best of 

our knowledge, reported for the first time in this study. 

Governing equations 

Phase field model. PF model for dendritic solidification from a pure melt is given by a set of two 

coupled partial differential equations for PF   and the temperature T . Generally, the temperature at 

the solid-liquid interface depends on the capillary length d( )n  and the interface kinetic coefficient 

( ) n , where n  is the normal to the solid-liquid interface in the direction of the liquid phase. In this 

paper, the case with zero interface kinetics ( ) 0 =n  is studied, hence only the anisotropic capillary 

length 0d( ) d a( )=n n  has to be considered, where 0d  is constant capillary length and a( )n  stands for 

the anisotropy function. In case of the solid phase with cubic crystal structure it is usually given as  

 

 ( )4 44
4 x y

4

4
a( ) (1 3 ) 1 n n ,

1 3

 
= − + + 

− 
n

ň
ň

ň
    (1) 

 

where 4ň  stands for the anisotropy strength. 
x y(n ,n )=n  is calculated as 

0( )= n R n , where 

0( )R is the rotation matrix and 0 0 0 0(cos ,sin ), 0, 2)[ /=     n  is one of the preferential growth 

directions. 

 The interface width W  is according to the thin interface limit of PF model [16] with ( ) 0 =n  

given as 0W( ) W a( )=n n . 0 0 1d aW /=   is the constant interface width, where 2

p m/ (L Hc T ) =   is 

a constant, determining T −  coupling where  , L , H , and pc  stand for the density, the latent heat 

of fusion, the energy jump in the free energy between the two stable phases at the melting temperature 

mT , and the specific heat at constant pressure, respectively. The characteristic time of attachment of 

atoms at the interface is in the thin interface limit [16] with ( ) 0 =n  given as 2

0a )( () = n n , where 
2

0 2 0a /W =   , where   is the thermal diffusivity. The constants 1a  and 2a  depend on the functions 

g( ) , p( )  and h( ) , determining the two stable phases at the melting temperature, T −  coupling, 

and excess heat production during solidification, respectively. 

It is convenient to write PF model in a non-dimensional form by introducing dimensionless 

temperature m pu (T T ) / (L / c )= −  and rescaling spatial and temporal coordinates as 

0 0 0t t / x x / W y y /, W,=  = = . The governing equations for the dendritic solidification from a pure 

melt with zero interface kinetics are finally given as 

 

 ( )2 2 2

t

x,y

a( )
a ( ) g ( ) up ( ) a ( ) | | a( ) ,

( )


= 

 
   = −  −   +    +   

    


n
n n n  (2) 

 

 
2

t t
u D u h ( ) , =  +     (3) 

 

where ( / x, / y) =      and 2

0 0D / W=  . The choice of functions  

 

 
3 2 2 1

g ( ) , p ( ) (1 ) , h ( ) ,
2

   = − −   = −   =  (4) 
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yields 1a 0.8839= , 2 0. 7a 626= [16] and operating window for PF  1,1 − . 

Initial and boundary conditions. The systems of PF equations is solved in the computational 

domain   with boundary  . Initial condition for the temperature field is given as  

 

 u( , t 0) , (x, y) ,= = − = + r r  (5) 

 

where   stand for the initial undercooling, and for PF 

 

 

2 2

0 0| | R
( , t 0) tanh , (x, y) ,

2

 − −
 = = − =  +  

 

r r
r r  (6) 

 

where 0r  and 0R  stand for the position of nuclei and the initial size of the solid phase, respectively. 

Zero flux Neumann boundary conditions are used for PF and temperature field. 

Numerical methods 

The equations are solved on a regular node distribution with the constant spacing between two 

neighboring computational points equal to h . A simple explicit Euler scheme is used for the temporal 

discretization of PF equations. The time step of integration is set to [25] 

 

 

2

0 0

1 h
t 0.7 t t .

4 max(D,1/ a( ))
, = =  

n
 (7) 

 

Meshless LRBFCM [19] is used for the spatial discretization of PF equations. The method is finite-

difference-like, meaning that the differential operator is approximated by the weighted sum of field 

values from a local sub-domain. The method however employs nodes that are not necessary confined 

to the coordinate lines. The general procedure for the calculation of the weights is formulated in the 

following section. 

LRBFCM. The spatial discretization of  +   is given by node distribution l ,l 1,..., N +  =r

, where N  is the number of computational points. For each lr , a local sub-domain l   is generated, 

containing lr and its l N 1−  nearest neighbors. For a point r  closest to lr , a general scalar field ( ) r  

is approximated as 

 

 
l l

l

N N mm

l i l i l N i i l i i

i 1 i 1 i 1

( ) ( ) p ( ) ( ),
+

+

= = =

    +  =    r r r r  (8) 

 

where m  is the number of augmentation monomials ip ( )r  and l i ( ) r  is multiquadric (MQ) radial 

basis function, defined as 

 

 
l N 12 2

2l l i l
l i l i l

i
2

l l2

|
( ) | | 1, h

|
,

h N 1=

−

 = − +
−

−
= 

r r
r r r

ň
 (9) 
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where lň  stands for the shape parameter. If r , linear boundary condition is applied to Eq. 8. 

By evaluating Eq. 8 in each node l jr   from l   one obtains a system of linear equations for the 

interpolation weights l i   

 

 
l N m

l ji l i l j

i 1

A ,
+

=

 =   (10) 

  

where l jiA  is either MQ, monomial or on MQ applied operator of boundary condition. l j  is either 

the field value or the value of the boundary condition. The shape parameter lň  in each sub-domain is 

choosen according to the targeted value of the condition number 20

numc 10=  of matrix l A  from Eq. 

10. An arbitrary differential operator D  in the computational point lr  is evaluated as 

 

 
l lN N m

1

l l k l k l k l ik i l

k 1 i 1

( ) w , w A ( ).
+

−

= =

 =  =  r rD D  (11) 

Numerical results 

Numerical simulations are performed on a regular distribution of N MM=   computational 

points. Each local sub-domain consists of considered node l l 1=r r , four nearest nodes l j, j 2,3,4,5=r  

with l l j| | h=−r r , and randomly chosen next nearest node l 6r  with 
l l 6| | h2− =r r . Non-dimensional 

spacing is set to h 0.3=  in Figs. 1, 2 and 3, while three different values of h  are used in Fig. 4, where 

the spatial convergence of LRBFCM is verified. M  is set to M 400=  in Figs. 1 and 2, to M 500=  

in Fig. 3, while different values of M  are used in Fig. 4, according to the limitation hM const.=  The 

center of initial circular nuclei with radius iR 10h=  and preferential growth direction angle, 

respectively, are set to 0 (0,0)=r  and 0 0 =  in Figs. 1, 2 and 4, while 0 (250h,250h)=r  is used in 

Fig. 3, where the dendritic morphology at three different 0 is studied. Time is discretized as t n t= 

, where n  is the iteration number.  

 
Figure 1. Phase field at n 40000= . 

 
Figure 2. Solid-liquid interface evolution. 

 

The spatial and temporal coordinates are scaled with 0W 1=  and 0 1 = , leaving D  as the only 

free parameter in the thin interface limit of PF model [16]. In Figs. 1, 2 and 3 parameters D 6.267=

, 4 0.06=ň  and 0.55 =  are used, while parameters D 1= , 4 0.05=ň  and 0.65 =  are used in Fig. 

4, where the spatial convergence of LRBFCM is verified. One can see in Fig. 1 how phase field is 
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equal to PF 1=  and PF 1= − , respectively, in the solid and liquid phase, while the solid-liquid 

interface is determined by the contour PF 0= . The temporal evolution of the solid-liquid interface is 

shown in Fig. 2. The initial circular shape of nuclei eventually becomes unstable due to the anisotropic 

interfacial energy, yielding evolution of the dendrite. The dendrite tip velocity decreases with time 

and approaches the steady state solution as seen in Fig. 4. The velocity is rescaled as 
tip tip 0V V d /=   

in order to obtain a numerical solution independent of PF parameters [16]. The analytical steady state 

solution Green

tipV  is obtained by the Green function method [26]. The numerical growth velocity is 

calculated at different values of h  in order to assess the spatial convergence of LRBFCM. A very 

good agreement between analytical and numerical solution is observed at h 0.4= , where the relative 

error is equal to 
tip tipV / V 1%  . The solid-liquid interface at different values of the preferential 

growth direction, determined by 0 , is shown in Fig. 3, where one can see, how the dendrite 

morphology is independent of crystal orientation 0 . 

 
Figure 3. Solid-liquid interface at three different 

values of 0 . 

 
Figure 4. Dendrite’s tip velocity as a function of 

time at different values of h .  

Summary 

A two dimensional meshless PF model for the simulation of dendritic growth from a pure melt has 

been developed. Meshless solver is capable of solving highly non-linear PF equations and obtaining 

accurate results in comparison with the analytical steady state solution of dendritic growth. Also, 

dendritic morphology is independent of the preferential growth direction. The node arrangement can 

be arbitrary as can be seen in the choice of only l N 6=  nodes in non-symmetric local sub-domain. 

The main disadvantage of the numerical model is the requirement for the computationally expensive 

search of the optimal shape parameter in each local sub-domain. 

In our further work, the random noise will be firstly added to PF equations in order to analyze the 

evolution of the secondary dendrite arms. Also, the dendritic growth in binary and multi-component 

alloys will be considered. An h-adaptive framework adjacent to the previously developed r-adaptive 

framework [27] will be developed in order to assure a high density of computational points only in 

the regions where the phase field varies. Computationally efficient and accurate results will be assured 

in that way. 
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Abstract 

Results from an orientation-field-based phase-field model will be reviewed. First I briefly present a 

phase-field model developed during the past decade that incorporates homogeneous and 

heterogeneous nucleation of growth centers, and several mechanisms for the formation of new grains 

at the perimeter of growing crystals, a phenomenon termed as growth front nucleation (GFN). This 

approach enables the modeling of complex polycrystalline structures including disordered ("dizzy") 

dendrites, crystal sheaves, spherulites, and fractallike aggregates. Possible control of solidification 

patterns via external fields, confined geometry, particle additives, scratching/piercing thin films, etc. 

via phase-field modeling will also be addressed. Microscopic aspects of GFN, quantitative 

simulations, and possible future directions will also be discussed briefly. 

 

Equiaxed growth of Al-Cu dendrites : 3D phase-field simulations 

Ahmed Kaci BOUKELLAL, Jean-Marc DEBIERRE 

Keywords: Al-Cu, solidification, 3D simulations, phase-field, dendrites. 

Abstract 

We report on equiaxed solidification of Al-Cu dendrites under isothermal conditions. The sample is 

cooled down at zero temperature gradient. The study focuses on the dendrite growth and the 

interaction between two primary arms growing toward each other [1]. A 3D phase-field code taking 

into account the experimental conditions is developped to study these phenomena [2]. As the chemical 

capillary length d0 scales as the inverse of the nominal concentration of the alloy, the experimental 

concentrations studied in [1] cannot be simulated because of large memory and time costs. For this 

reason, the growth and interactions of dendrites at lower concentrations have been simulated and 

scaling laws obtained. The simulation results have been extrapolated to the experimental 

concentrations [2]. Comparison between the extrapolated numerical results [2] and the experimental 

ones [1] gives a good quantitative agreement. 
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Abstract 

Contradictory results have been published in the literature regarding the form of the limiting grain 

size distribution (LGSD) that characterises the late stage grain coarsening in (quasi-)two dimensional 

polycrystalline systems. While experiments and the phase-field crystal (PFC) model provide a 

lognormal distribution, other works including theoretical studies and the multi-phase-field (MPF) 

models yield significantly different LGSD. We show that while the distribution predicted by the 

orientation-field based phase-field models are very similar to the theoretical and MPF results, the 

partial detection of the small angle grain boundaries leads to a lognormal distribution close to those 

seen in the experiments and the PFC simulations. This indicates that the LGSD is critically sensitive 

to the details of the evaluation process, and raises the possibility that the differences among the LGSD 

results from different sources may originate from differences in the detection of small angle grain 

boundaries. 
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Abstract. Directional solidification scenarios that are in-line with gravity but in different directions 

(solidifying upwards or downwards) provide two qualitatively different scenarios for the study of 

microstructure formation. The approach has been used to investigate the influence of thermosolutal 

convection on dendrite arm spacing while the role of solute and thermal distributions on the 

mechanisms of nucleation and growth are well documented. Here, an experimental setup consisting 

of a long cylindrical crucible of 8mm inner diameter, which facilitates control of temperature 

gradient, cooling rate and, hence, isotherm velocity, was used to study directional solidification in the 

transparent model alloy neopentyl glycol-35wt.%(d)camphor. The rig was initially aligned vertically 

in-line with gravity and then inverted to study solidification in the opposing direction. In the case of 

upwards direction (defined as solidification in opposition to the gravity vector), classical Columnar 

to Equiaxed Transition behaviour was observed. In the downwards direction (solidification aligned 

with gravity), the situation changed considerably with copious amounts of dendrite-arm 

fragmentation producing single equiaxed crystals; but, moreover, with large fragments breaking from 

the coherent mush producing clusters of equiaxed crystals. Some crystals growing from the sidewall 

also provided mechanical support structure for fragments and clusters that should have tended to 

settle as sediment at the bottom of the sample. This fragmentation as clusters may have important 

consequences on macrosegregation formation in castings. This presentation will show these distinct 

differences that the gravity direction made to the directional solidification behaviour of the NPG-

35wt%-DC alloy observed in-situ. 

Introduction 

In-situ experiments using transparent analogues have helped to further knowledge on the 

fundamental laws and mechanisms of dendritic solidification since they were first used by Jackson 

et. al. in 1965 [1]. Early experimental results had been used to validate the dendrite tip radius and 

undercooling relationship as well as the relationship between dendrite growth velocity and 

undercooling [2]. One important phenomenon first observed in transparent analogues [3] and 

subsequently confirmed using x-ray synchrotron radiography with Al-20wt.%Cu [4], was 

fragmentation. Ruvalcaba [5] later demonstrated the fragmentation mechanism with XRSM, showing 

solute enriched liquid that partitioned at the solid liquid interface accumulating in pockets between 

tertiary arms, and initiating solute-enrichment-driven remelting at the base of the arm which leads to 

detachment.  

Upwards and downwards directional solidification experiments provide two qualitatively different 

scenarios for a comparative study of how microstructure forms under different thermosolutal 

conditions. Figure 1 depicts how in one scenario, solute enriched interdendritic liquid of lower 

density, being more buoyant, tends to float out of the mushy zone during directional solidification 

upwards. A second scenario depicts the same alloy directionally solidifying downwards, where more 

buoyant solute enriched liquid floats upwards and accumulates in the mushy zone. Buoyancy driven 

thermosolutal flow and the direction of solidification with respect to gravity, therefore, play an 

important role in fragmentation. Fig. 1 also depicts a positive temperature gradient imposed along the 

z-axis during directional solidification upwards which has a stabilizing effect on the liquid flow, 
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where thermal expansion results in lighter liquid above heavier colder liquid. In contrast a negative 

temperature gradient destabilizes the fluid flow and gives rise to gravity-driven convection.  

 

Figure 1. Schematic representation of thermosolutal flow at the front of the mushy zone during 

directional solidification upwards (left) and downward (right), in an alloy where the solute is of lower 

density than the solvent. 

Upwards and downwards directional solidification (DWDS) was first comparatively studied in 1976 

by Burden and Hunt, where a clear effect on the primary dendrite arm spacing was demonstrated in 

transparent analogue NH4Cl/H2O. Since then DWDS experiments in the literature have been scarce. 

The different gravity-driven thermosolutal flows have been studied for their effect on primary and 

secondary dendrite arm spacings [6]–[12], freckle defects in single crystal castings [13], and potential 

application for thin shell castings [14]. Importantly, the recent works cited have all been ex-situ. Here, 

a comparative study of microstructure formation for upwards and downwards directional 

solidification is conducted in-situ, using transparent analogue neoptenyl-glycol-35wt.%(d)camphor. 

The objective of the study is to present the differences in the mechanisms of microstructure formation 

for upwards and downwards directional solidification with the same imposed temperature gradients 

and for a range imposed liquidus isotherm velocities.  
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Experimental Setup & Procedure 

The experimental setup, shown in Figure 2, consisted of a cylindrical sapphire crucible of length 

500mm, with 8mm inner diameter and 10mm outer diameter. Sapphire, being optically transparent, 

allowed visualization of the top of the mushy zone and, due to its high thermal conductivity (~23 

W/mK), facilitated heat transfer to and from the material with low (< 1 K) temperature difference 

across the crucible wall. A resistively heated coiled nichrome wire, wrapped tightly around the outer 

tube, acted as a heat source on the crucible. A power supply was connected at each end and modulated 

with a dedicated computer providing PI temperature control, where the average of TC1 and TC2 

provided the control variable. Heat was extracted from the crucible with a 168 mm long water jacket 

and shell type heat exchanger using a precision chiller which facilitated controlled cooling rates of 

0.1, 0.2 and 1 K/min. 

Figure 2. (a) Schematic of experimental setup (dimensions in mm) and orientation for upwards DS 

(b) Image capture of the region of interest during experiments. (c)-(d) Configurations and reference 

coordinates for directional solidification experiments upwards and downwards, respectively. 

A series of 0.5mm diameter wells were drilled along the wall of the sapphire tube in diametrically 

opposed pairs where T-type thermocouples, shown in Figure 2, were seated with thermal paste. 

Differential thermocouples signals were acquired at 1 Hz via LabView and subsequently exported to 

MatLab for processing. End caps on the sapphire tube provided sealed inlet and outlet valves for 

filling the transparent analogue and for pressure compensation. These were fixed to an aluminium 

frame not shown in Figure 2. A camera (with variable 1.4x to 13x zoom lens) was fixed to the 

aluminium frame with its optical axis orthogonal to the region of interest and captured images 

continuously during experiments at a nominal frequency of 0.6Hz. Camera and computer clocks were 

synchronised in order to correlate the temperature data with a given image. 𝑇𝐻, the average of TC1 

and TC2, was set to maintain a constant temperature difference between 𝑇𝐻 and the temperature of 

the sapphire tube wall at the water jacket, which was controlled by the precision chiller. The 

temperature gradient, 𝑑𝑇/𝑑𝑧, that was recorded for experiments was then measured locally in the 

baffle zone using thermocouples TC3 - TC6. Constant temperature gradient and cooling rates were 

applied for each round of directional solidification which resulted in a constant liquidus isotherm 

velocity 𝑉𝐼 = 𝑇̇(𝑑𝑇/𝑑𝑧), where 𝑇̇ is the cooling rate. For DWDS, the sapphire crucible was removed 

from the end caps and inverted, and the rig was filled with a fresh sample of transparent analogue. In 

each case, the alloy was prepared in a sealed glovebox under argon atmosphere and transferred to the 

rig and a gas tight glass syringe. Initially, temperatures of the heater and chiller were set to bring the 

solidification front near the region of interest, then constant ramp down cooling was implemented to 



66 

start directional solidification and a period of >10 mins was allowed before imaging to ensure for 

quasi-steady state directional solidification.  

Table 1. List of experiments with temperature gradient and isotherm velocities 

Results  

Six rounds of directional solidification were conducted, three upwards and three downwards. Details 

of the tempearture gradient and liquidus isotherm velocities are provided in Table 1. For directional 

solidification upwards, with increasing 𝑉𝐼  and relatively constant 𝑑𝑇/𝑑𝑧, morphology progressed 

from fully columnar, mixed columnar and equiaxed, to fully equiaxed. For DWDS, exp 4 which had 

lowest magnitude 𝑉𝐼  downwards, exhibited columnar dendritic growth, see Figure 4. However 

compared with its upwards counterpart the individual columnar grains were misaligned. Copious 

fragmentation was also observed in this experiment. A small increase in isotherm velocity from -1.75 

to -3.7 𝜇m/s resulted in large clusters of equiaxed crystals fragmenting from the coherent mushy 

network during DWDS with clusters up to 7mm in length, see Fig. 5. While crystals which nucleated 

on the crucible wall provided mechanical support and prevented fragments and clusters from 

sedimenting, see Figure. 5 and Figure. 6. 

Figure 3 (Exp. 1 – 3, see table 1.) Upward directional solidification shows a transition from columnar 

to equiaxed growth morphologies for increasing isotherm growth velocity 

 

 

Experiment Number dT/dz [K/cm] 𝑽𝑰 [um/s] Direction 

1 8.8 ± 0.4 1.55 ± 0.07 up 

2 8.7 ± 0.4 3.41 ± 0.30 up 

3 9.2 ± 0.3 14.17 ± 0.56 up 

4 -9.2 ± 0.9 -1.75 ± 0.17 down 

5 -10.2 ± 1.2 -3.7 ± 0.43 down 

6 -9.5 ± 1.3 -16.2 ± 2.3 down 

Figure 4 (Exp. 4) shows columnar growth similar to exp 1, however the columnar grains are 

not well aligned with each other. A fragment (~35um) is shown detaching in the image 

sequence on the right. 
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Figure. 6 (Exp. 6) Large clusters fragmenting from the mushy network. Mechanical support is 

provided by crystals which nucleated on the wall of the crucible. The clusters that sedimented on the 

support structures can be seen growing from t = 0 to t=26s until support A fragmented. A second 

cluster can be seen getting mechanical support at t=74 seconds. 

Conclusions 

A marked difference in the mechanisms of microstructure formation during directional 

solidification upwards compared with DWDS was observed. The most notable was the copious 

amounts of fragmentation (Figure. 5 (a)) with fragments of from 35um to large clusters of equiaxed 

crystals (Figure. 5 and Figure. 6) up to 7mm in length breaking from the mushy zone. This mass break 

up of the mushy zone could have important consequences for macrosegregation in castings. 

Thermosolutal flow will have caused solute enriched liquid to accumulate in the mushy zone for 

DWDS, as described in Figure 1, and the mass fragmentation observed during DWDS and not 

upwards, particularly that shown in Figure. 5 (b), is likely resulting from this. This proposed as the 

dominant cause for enhanced fragmentation. The different solidification directions could be studied 

further as a method for grain refinement for example in high purity castings where seed ceramic 

particles may not be used. The experiment highlights the effect of thermosolutal flow and in turn, 

solidification direction with respect to gravity, on fragmentation and the mechanisms of 

microstructure formation during solidification. 

  

Figure. 5 (Exp. 5) (a) shows a 7mm cluster fragmenting from the mushy zone while (b) 

highlights some of the large amounts of fragmentation seen in experiments. (c) Sequence of 4 

images; here crystal ‘A’, which nucleated on the crucible wall provided support for ‘B’ (image 

1-2). ‘C’, however, had no support and continued down into the heater section following it’s 

fragmentation from the mushy network. Most fragments continued down into the heater in the 

same way as C, whereas B crystals survived and formed part of the final solid structure 
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Abstract. In solidification, the thermal and compositional gradients simultaneously arise from 

externally imposed boundary conditions as well as from the solidification characteristics such as 

latent heat and solute rejection at the solidifying interfaces. These gradients lead to interacting flow 

behavior due to thermal and solutal buoyancy in the liquid. The buoyancy-driven flow in the fluid not 

only leads to complex flow patterns such as double-diffusive convection but also results in the 

formation of defects such as freckles, and other kinds of non-homogeneity in the system. The aim of 

this study is to understand the influence of gravity-driven convection on the solidification 

characteristics and the transport phenomena in the liquid. Bottom-cooled solidification of pure water 

and aqueous ammonium chloride solutions was performed to investigate the evolution of solidifying 

front and flow behavior.  

 

During in situ experimental observations of bottom-cooled (maintained at a constant temperature -

21°C) solidification, the plumes were originated at microstructural length scales and later developed 

into freckle defects. The measurement of whole-field temperature and velocity in the liquid phase 

during solidification of Water-NH4Cl mixture was performed using a Mach-Zehnder interferometer 

and Particle image velocimetry (PIV) respectively. The composition of NH4Cl in the mixture has 

been varied between 0–25 wt%. Mach-Zehnder interferometer is a refractive index based optical 

technique which works on the principle of relative change in the path length of the two coherent light 

beams and provides temperature and/or concentration field after extraction from the images. The PIV 

gives the velocity field of the plume and the bulk fluid. In the present work, a brief analysis of the 

temperature distribution has been discussed. The results show, how gravity plays a role in forming 

the convective patterns at different regimes of solidification, namely (i) convection in pure water 

between 0-4°C, (ii) conduction during hypo-eutectic solidification of Water-NH4Cl alloy (iii) 

convection during hyper-eutectic solidification of Water-NH4Cl alloy. 

 

Introduction 

The density of the multi-component liquid depends on the temperature and concentration of 

the alloying elements. Convective motions occur in a fluid during solidification either by a localized 

density variation caused due to the rejection of solute and by established thermal boundary conditions 

[1–3]. The process of solidification of pure materials is influenced by temperature or heat diffusion 

[4]. Bottom cooled solidification of water leads to convection due to the anomalous expansion 

behaviour of water (maximum density at 4°C) between 4°C and 0°C. Tankin and Farhadieh reported 

interferometric study of bottom cooled solidification of water and employed dye to visualize the 

convective flow during the process [5]. Kowalewski and Cybulski reported temperature and flow 

fields during top-cooled solidification of water by using thermochromic liquid crystal (TLC) and 

particle image velocimetry (PIV) respectively [6]. Large and Andereck observed different convective 

profile from different planes of view using schlieren [7].  
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Solidification of multi-component materials is controlled by implemented thermal condition and 

solute rejection during the process. Flow and heat transfer phenomena during bottom cooled 

solidification depend on the density of the residual liquid. Baraga and Viskanta reported temperature 

and concentration profiles, interface positions in conduction dominated regime for the aqueous salt 

system [8]. Copely et al. reported that the fragmentation in the hyper-eutectic salt system by the 

plumes increases with decreasing thermal gradient and decreasing growth rate [9]. They also reported 

that the freckle formation is more susceptible to higher Lewis number and low viscous fluid.  Magirl 

and Incropera [10] reported the formation of the plume and double-diffusive layer in hyper-eutectic 

bottom cooled salt solution solidification. They also reported experimentally plume velocity, the 

wavelength of plumes and suggested that channels develop due to initial perturbation on liquid 

interface cause re-melting on the interface. Chen [11] reported the dependency of the number of 

plumes and double-diffusive layers with the bottom cooled temperature in 29 wt% NH4Cl salt 

solutions. 

From the literature, it is to be seen that a lot of research has been carried out to understand the 

phenomenon of solidification experimentally as well as through numerical approaches. However, 

there is a paucity of in situ study using interferometry and flow visualization techniques during 

solidification. The intended objective of the present work is to experimentally visualize the transport 

phenomena during bottom cooled solidification of pure material (water), hypo-eutectic and hyper-

eutectic of water-NH4Cl mixture. The anomalous density behaviour of water and rejection of less 

dense solute in hyper-eutectic salt solution leads to convective flow in the form of rolls and plumes 

respectively. The convective and conductive regime in solidification was observed by the 

interferometer for temperature/concentration study. The flow field was captured using particle 

imaging velocimetry (PIV) techniques.  

 

Experimental setup and instrumentation 

For in situ studies of the bottom-cooled solidification, rectangular solidification cell was used. 

The experimental system consists of a Mach-Zehnder interferometer (He-Ne laser with a wavelength 

of 632.8 nm), solidification cell, cooling system (peltier with their TEC controller and heat 

exchanger), and data acquisition system. The schematic diagram of the experimental system is shown 

in Fig. 1. The solidification cell (110 mm in height and 50 mm in width, shown in the inset of Fig. 1) 

was made of 8 mm thick acrylic. A cover cell was placed on it to avoid heat loss and condensation 

during the experiment. For interferometry experiments, transparent high-quality optical glasses (50 

mm×50 mm) were fixed in the center of the two opposite walls of the cell. The solidification cell was 

mounted on a copper plate which was maintained at -21°C using the peltier module. The hot side of 

peltier was attached to a heat exchanger to extract the heat. Uniform salt-solution was filled in the 

solidification cell at an initial temperature of 25.5°C.  

Mach-Zehnder interferometer (one of the refractive index base optical techniques) was employed for 

the evaluation of temperature/concentration field. The collimated laser beam was arranged in a 

rectangular configuration using beam splitters and mirrors, as shown in Fig. 1. Change in thermal or 

concentration gradient from initial condition led to relative change in the path lengths of beams BS1-

M1-BS2 and BS1-M2-BS2. Change in path length led to creating interference patterns, which contain 

information about the temperature/concentration. In this work, the method of obtaining two-

dimensional concentration distribution in the liquid field from the recorded interferograms is 

discussed in the references [12–16]. 
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Figure 1. Schematic of experimental setup consisting Mach-Zehnder interferometer, Solidification 

cell, and data-acquisition system. 

 

For flow visualization, Particle image velocimetry (PIV) technique was employed and consists of a 

DPSS laser (λ = 532nm) to illuminate the flow. Hollow glass bead particles (mean diameter of 10μm) 

were incorporated into the salt solution and were assumed to be effectively neutrally buoyant. The 

fluid flow was recorded using a CCD camera (resolution 2456 × 2048) and more details were reported 

in reference [17]. Both PIV and interferometric experiments were performed separately while 

ensuring similar experimental conditions. 

Results and discussions 

Interferometry-based measurements 

 The bottom-cooled solidification of Water-0 wt% NH4Cl leads to convective flow in 0-4°C due 

to anomalous density expansion behaviour of water. Fig. 2a shows the interferogram for water 

solidification at 245 min. Black curve/lines represent isotherms or iso-concentration or iso-refractive 

index and named as fringes. In water experiment, interferogram indicates the convective flow in the 

form of a pair of the roll. Convective rolls oriented in the downward direction at center leads to an 

interpretation of dense fluid (4°C) moving downward and rises from the sides after mixing with cold 

fluid (0°C). Above the 4°C isotherm, straight fringes were observed, which indicates the conduction 

dominated heat transfer mode in the fluid. 

The similar interferometric experiment was conducted with water-5 wt% NH4Cl. From phase diagram 

of salt solutions, the partition coefficient is zero in hypo-eutectic regime which means pure water-ice 

forms in solid. It is important to note here that interferogram fields contain coupled information 

regarding temperature and concentration. However, /n C  (change of refractive index with 

concentration) is  40 times higher than /n T  (change of refractive index with temperature) for the 

water-salt system.  In view of this, it can be reasonably inferred that these interferograms are more 

sensitive to concentration map rather than temperature.The process of rejection of solute as salt 

(higher density than bulk fluid) led to conductive heat transfer mode in liquid during bottom cooled 

solidification. Fringes near the interface are very closely spaced due to the accumulation of heavier 

solute that leads to the higher gradient, as observed in Fig, 2b.  The change in the composition of the 

bulk fluid is very less so it has low gradient region (higher spaced fringes) in bulk fluids, as shown in 

Fig.2b. Higher gradient regime is termed as mushy zone. 
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Water-enriched (less dense) liquid was rejected during bottom cooled solidification of the water-25 

wt% NH4Cl system (Fig. 2c). As time progressed, the amount of residual solute increased which led 

to the formation of convective plumes that clearly be seen in Fig.2c. Plumes transported water 

enriched salt solution to the top of the cell and reduced the concentration of bulk fluid at the top. The 

plume was originated from cold solid, during its movement in bulk fluid, the plume gained heat from 

surroundings, which in turn result into the development of thermal gradient in the horizontal direction. 

Location of plumes in the solid-mushy zone was observed as known defect generally termed as 

freckle. The interferogram contains path integrated information of temperature or concentration in 

the direction of cell depth (along the direction of the probe beam), hence the local plume concentration 

information can’t be evaluated from interferograms. 

Figure 2. Interferograms during bottom cooled solidification of (a) Water-0 wt% NH4Cl at 245min 

(b) water-5 wt% NH4Cl at 360 min (c) water-25 wt% NH4Cl at 50min. 

PIV-based measurements of velocity field 

Fig. 3a shows the streamlines and velocity contours during solidification of water at 245min. 

Streamlines show a pair of rolls in the downward direction at the center of the cell, which is similar 

to the phenomena observed in 0-4°C region from the corresponding interferograms. Two different 

flows, one being the plume and other being bulk fluid, was observed in bottom-cooled solidification 

of water-25 wt% NH4Cl using Particle image velocimetry (PIV) technique as shown in Fig.3b. At t 

= 50 min (correspond to Fig. 2c), maximum upward velocity was observed in the plume region 

(greenish region of Fig. 3b) and low downward velocity (bluish region in Fig. 3b) in the bulk field. 

A circulation zones was observed near the bending of the plume as shown in Fig. 3b. Due to the local 

mixing of the plume with the bulk fluid, temperature of the plume eventually reached the bulk 

temperature at the top of solidification cell. 

9mm 

Plume 

9mm 9mm 

(a) t = 245min (b) t = 360min (c) t = 50min 

Solid (ice) Solid  

 

Bulk fluid 

Mushy zone  
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Figure 3. Streamline and velocity contours during the bottom-cooled solidification of (a) Water-0 

wt% NH4Cl at 245min (b) water-25 wt% NH4Cl at 50min. 

Conclusions 

 Experimental investigation using Mach Zehnder interferometer and particle image velocimetry 

techniques were conducted to investigate the bottom-cooled solidification process in pure water, 

hypo-eutectic and hyper-eutectic salt solutions. The convection and conduction dominated heat 

transfer modes in liquid were clearly observed with deformation of fringes in interferograms. Closely 

spaced straight fringes near the solid interface indication of accumulation of rejection of heavier salt 

solution in stable thermal and solutal condition for water-5 wt% NH4Cl. In the stabilized thermal 

field, convective flow field was observed in multi-component alloys in case (i) due to anomalous 

density behaviour of water in pure material solidification and (ii) due to the rejection of less dense 

solute and form convective plumes in water-25 wt% NH4Cl. This work will set-up the basis for 

validating the solute and thermal field in fluid zone and will be extended to ternary system 

solidification.  
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Abstract. Time-resolved tomography were performed during solidification in a conventional carbon 

steel (Fe-0.45mass%C-0.6mass%Mn-2mass%Si) at a cooling rate of 0.17 K/s. A monochromatized 

X-ray of 37.7 keV was used. The specimen with dimension of 0.8 mm in diameter and 3-5 mm in 

height was rotated at 0.25 rps (4 s/rotation) in a vacuum furnace and transmission images (edge length 

of pixel is 6.5 μm) were acquired at a frame of 100 fps. Reconstruction was performed using 200 

projections over 180 deg rotation. Although dendrite morphology was recognized on the 

reconstructed images, the images were degraded by noise. The reconstructed images were 

significantly improved by filtering procedures, which smooth images with simultaneous edge-

enhancement. Development of dendrites and coarsening of the secondary arms were clearly observed 

even in the carbon steel. This study showed that the time-resolved tomography could be used for 

characterizing dendrite morphology in conventional alloys such Fe-C alloys.  

Introduction 

In-situ observations of solidification and related phenomena help us to understand microstructural 

evolution, defect formation, and to build physical models for numerical simulations. In the third-

generation facilities such as SPring-8 (Hyogo, Japan) [1], time-resolved and in-situ observations 

using hard X-rays were performed for low-melting-temperature alloys (Sn, Zn, Al) [2-6] and high-

melting-temperature alloys (Fe-based alloys) [7-11].  

In Fe-C system, it has been considered that γ phase (FCC) was produced by the peritectic reaction 

between δ phase (BCC) and liquid phase. According to the time-resolved and in-situ observations of 

Fe-C alloys [10,11], the massive-like transformation was dominantly selected, in which the δ phase 

transformed to γ phase in the solid state. In addition to the radiography, laser-scanning confocal 

microscopy also showed the massive-like transformation [12]. It is valuable to understand the δ/γ 

transformation during / after solidification for controlling solidification structure and coarsening of γ 

grains.  

There are some limitations in the time-resolve and in-situ observations (X-ray transmission imaging). 

For example, solute diffusion and development of dendrites are constrained in the thin specimen. The 

limited space can influence curvature of S/L interface. Thus, it is rather difficult to characterize 

solidification structure.  

Ultrafast X-ray tomography using synchrotron radiation X-rays at ESRF was applied to observe 

evolution of microstructure in Al-4mass%Cu alloys [13]. A white beam (Max 40 keV) was used to 

increase transmission X-ray intensity. A specimen (1 mm in diameter and 3 mm in height) was cooled 

at 0.1K/s and 500 projections were taken over 180 deg rotation (interval between reconstruction: 10s). 

The study showed formation of solid grains isolated by liquid phase, change in solid fraction during 

cooling, shrinkage due to solidification and S/L area (fs>0.7). The results successfully proved that the 

time-resolved X-ray tomography was a powerful tool to investigate solidification phenomena. 

Coarsening of dendrite arms was also observed by time-resolved tomography (monochromatized X-

ray: 30keV, 721 projections over 180 deg, edge length of voxel: 1.4 μm) and the results were 
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compared with Phase-Filed simulations [14]. Recently, dendrite morphology at the early stage of 

solidification in Al-24mass%Cu alloys (1 mm in diameter) was also observed by time-resolved 

tomography (interlaced view sampling, interval between reconstruction: 1.8 s, edge length of voxel: 

0.65 μm) [15]. Morphology of the primary and the secondary dendrite arms were well reconstructed 

by the TIMBIR method. Time-resolved CT was also applied to investigate semi-solid deformation of 

Al-15mass%Cu alloys (3 mm in diameter, 720 projections over 180 deg, interval between 

reconstruction: 4s) [16]. The study showed that the transgranular liquation cracking of grains isolated 

by remaining liquid phase could occur even at low stress (1-40 MPa) [CT06].  

Time-resolved CT was also used to observe solidification structure in high-temperature alloys 

(1.8mm in diameter) such as Ni-14mass%Hf, Fe-11mass%Hf and Co-18mass%Hf [17]. Higher 

contrast between the solid and the liquid phases on transmission images were achieved using high 

energy X-rays (65-80 keV) due to Hf rejection to the liquid phase at the S/L interface and the 

absorption edge of Hf (65.351 keV).  

To the best of the author’s knowledge, however, there are still limitations for the time-resolved CT. 

For example, time-resolved tomography was not performed for conventional carbon steel (Fe-C-Mn-

Si alloy), because of high X-ray absorption coefficient and small difference in the X-ray absorption 

between the solid and the liquid phase. It is of great interest to develop time-resolved tomography 

technique for carbon steel, stainless steel and Ni-based superalloys. This paper demonstrates time-

resolved tomography for observing dendrite morphology in Fe-0.45mass%C-0.6mass%Mn-

2mass%Si alloys. 

 

Experiments 

Time-resolved tomography experiments were performed at a beamline BL20XU of SPring-8 

(synchrotron radiation facility, Hyogo, Japan). The light source of BL20XU was hybrid-type "in-

vacuum" planar undulator. X-rays were monochromatized by the double crystal monochromator of 

Si (111), which was placed at 46 m from the source point. The experimental hatch was located at 

about 200 m from the light source. X-ray energy was selected at 37.7keV. An X-ray beam monitor at 

a pixel size of 6.5 μm was used for transmission images. Fig. 1 shows an outlook of time-resolved 

tomography apparatus and setup of specimen. The specimen was rotated at 0.25rps (4s / rotation) and 

the transmission images were obtained at 100 fps. 200 projections over 180deg rotation were used 

for reconstruction.  

Conventional carbon steel (Fe-0.45mass%C-0.6mass%Mn-2mass%Si) was chosen for time-

resolved tomography. Dimension of specimen was 0.8 mm in diameter and about 5 mm in height. 

(a) (b)

Figure 1. (a) Outlook of time-resolved tomography apparatus and (b) setup of specimen. Graphite 

heater and specimen inserted into Al2O3 pipe were placed in the vacuum chamber (approximately 

1 Pa). Rotation of specimen was controlled by a rotation stage placed outside the chamber. 

Distance between specimen and beam monitor was approximately 0.5 m. 

X-ray
Sample

Beam monitor
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The specimen rod was inserted into sintered Al2O3 pipe (inner and outer diameters were 1 mm and 

3mm, respectively). The specimen was heated in a vacuum atmosphere (about 1 Pa). The 

temperature gradient at the specimen was less than 1 K/mm. The melt was cooled at a cooling rate 

of 0.17K/s. A series of X-ray tomographic images were obtained during the cooling procedure.  

Results 

Fig. 2 shows examples of X-ray transmission images during the time-resolved tomography 

experiments at a cooling rate of 0.17 K/s. The transmission images were processed and the intensity 

(brightness) in the figure was proportional to the product of X-ray linear absorption coefficient and 

thickness. Due to the high X-ray absorption and low contrast between solid and liquid phases, it was 

rather difficult to identify dendrite arms / solidification structure in the specimen from the 

 

Figure 2. Examples of transmission images during time-resolved tomography experiments. 

Specimen: Fe-0.45mass%C-0.6mass%Mn-2mass%Si, Cooling rate: 0.17K/s. 

 

Figure 3. Reconstructed slice images and the filtered slice images at 200 s. The original images 

were improved by a Gaussian filter and anisotropic diffusion filter.  
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transmission images. However, the dendrite arms were still recognizable on the transmission images 

at 80.57 s of solidification time. 

Reconstruction was performed using the conventional Convolution Back-Projection (CBP) method. 

200 projections were used for the reconstruction. The upper images in Fig. 3 are the examples of slice 

images reconstructed from 200 projections at 200 s. The dendrite arms (bright region) could be 

somehow detected on the slice images. However, it was rather difficult to trace the solid / liquid 

interface precisely. Thus, image processing was required to trace the S/L interface and to reconstruct 

3D microstructure. The followings are the procedures performed in this study.  

The solid fraction was estimated from the distribution of X-ray absorption coefficient before the 

image processing. The absorption coefficients of solid and liquid phases were determined by the 

reconstructed data before and after solidification, respectively. Fig. 4 shows the distribution of 

absorption coefficient normalized by that of the liquid phase before solidification (200 s). The 

obtained distribution was fitted by using two Gaussian functions (solid and liquid phases), as shown 

in Fig.4. The solid fraction was simply evaluated from the areas of the two Gaussian functions. Fig. 

5 shows the estimated solid fraction as a function of solidification time. The solid fraction follows 

the square-root law. The solid fraction was used as a condition of constraint for the filtering 

procedures.  

Although one recognizes typical dendrite morphology on the cross-sections as shown in the upper 

images of Fig. 3, the reconstructed images were largely degraded by noise. Thus, it is required to 

perform image processing for restoring growing dendrite morphology. In this study, two filtering 

 

Figure 4. Distribution of X-ray absorption coefficient at 200 s. The absorption coefficient was 

normalized by that of liquid phase before solidification. 

 

Figure 5. Time evolution of estimated solid fraction. The solid fraction was evaluated by fitting 

two Gaussian functions (solid and liquid) as shown in Fig.4. 
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techniques were used to reduce noise. One is Gaussian smoothing, which blurs images by a Gaussian 

function. It was effective to reduce noise and to smooth pixels / voxels. However, it also blurred 

boundary between solid and liquid phases. The other is anisotropic diffusion filter, which smooths 

images with simultaneous edge-enhancement [18]. The noise in the original images were significantly 

reduced by the filtering procedures, as shown in lower images in Fig. 3.  

Fig. 6 shows the 3D images of dendrite structure in Fe-0.45mass%C-0.6mass%Mn-2mass%Si at a 

cooling rate of 0.17K/s. In this observation, dendrites grew from the top to the bottom. Development 

of dendrite arms was clearly observed even at the low solid fraction region (for example, 54 s). 

Coarsening of the secondary dendrite arms was also observed. The present results proved that time-

resolved tomography allowed us to observe solidification structure in conventional carbon steel. 

Thus, the 3D time-evolution data on the solidification structure are expected to be used for 

characterization of dendrite shape (i.e. permeability of melt in semisolid state, microsegregation 

between dendrite arms, coarsening due to curvature effect).  

It is to say that there are not a few choices to perform the filtering techniques. In other words, filtering 

procedures, which is based on a physical principle, are required for further improvement of 

reliability. An image filtering technique, which is developed on the basis of growth principle such as 

thermodynamics and kinetics, is examined for characterizing dendrite structure and solidification 

phenomena [19]. 

 

Figure 6. 3D images of dendrites in Fe-0.45mass%C-0.6mass%Mn-2mass%Si at a cooling rate of 

0.17K/s. The images were constructed from the filtered slice images as shown in Fig. 3. 

 

 

Figure 7. Close-up view of dendrites in Fe-0.45mass%C-0.6mass%Mn-2mass%Si at a cooling 

rate of 0.17K/s.  
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Summary 

The time-resolved tomography experiments were performed at a beamline BL20XU of Spring-8. 

Although the 3D observation of solidification structure in carbon steel is still challenging, the 

following results were obtained: 

(1) The tomography experiment was performed for Fe-0.45mass%C-0.6mass%Mn-2mass%Si (0.8 

mm in diameter and 3 mm in height). The specimen was rotated at 0.25 rps (4 s/rotation) and 200  

projections over 180 deg rotation were obtained. X-ray energy was 37.7 keV and edge-length of pixel 

was 6.5 μm. 

(2) The dendrite morphology was recognized on the images reconstructed from 200 projections over 

180 deg. However, the images were degraded by noise.  

(3) The filtering procedures significantly improved image quality. Time-evolution of 3D dendrite 

shape was observed in Fe-0.45mass%C-0.6mass%Mn-2mass%Si at a cooling rate of 0.17 K/s. 

Development of dendrite arms and coarsening of secondary arms were clearly observed.  

(4) This study proved that the time-resolved tomography could be used for characterizing 

solidification structure in conventional carbon steel.  

(5) Filtering technique, which is based on a physical principle, will be expected to improve the time-

resolved tomography.  
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Abstract. To study the impact of growth rate on the grain structure formation, an in-situ study of the 

solidification of a refined Al-20wt.%Cu alloy at a fixed temperature gradient and under a wide range 

of cooling rates has been carried out using the SFINX (Solidification Furnace with in situ X-

radiography) laboratory facility. A special attention has been paid to the variation of the grain number 

density and the dendritic grain morphology. It is revealed that, as the growth rate increases, the 

nucleation rate augments and the grain morphology evolve from elongated towards isotropic equiaxed 

grain.   

Introduction 

The mechanical properties of metal alloys strongly depend on the grain structure forming during the 

solidification step, so a precise control of the growth process is crucial in engineering. Two types of 

grain structures are commonly obtained during metal alloy solidification: a columnar grain structure 

with anisotropic properties, or an equiaxed grain structure with more uniform and isotropic properties 

that is required in most applications of aluminum-based alloys. The latter equiaxed grain structure is 

usually obtained by adding refining particles acting as preferential sites for heterogeneous nucleation. 

The efficiency of the refining particles depends on several characteristics: type, amount, size 

distribution. These particles are activated in undercooled liquid regions [1] and then promote the 

formation of an equiaxed grain structure. 

The present communication reports on the horizontal directional solidification of a refined Al-

20wt.%Cu alloy observed in-situ using the SFINX (Solidification Furnace with IN-situ X-

radiography) laboratory device. The SFINX facility is dedicated to the in-situ observation of the 

solidification of aluminum-based alloys by X-radiography. Indeed, As most of the phenomena 

involved during solidification are dynamic, in-situ and real-time X-radiography imaging is the 

method of choice to follow this phase transition [2]. The solidification of the samples was carried out 

under a fixed temperature gradient G, and with different cooling rates R. Quantitative measurements 

of the final grain number density were performed. In addition, a quantitative characterization of the 

grain shape with respect to the growth velocity was also achieved.  

Experimental details 
 

SFINX facility  

The SFINX facility is a duplicate of  the device used during the MASER-12 sounding rocket mission 

[3] and parabolic flight campaigns [4]. These facilities were developed within the framework of the 

ESA MAP named XRMON (In-situ X-ray monitoring of advanced metallurgical processes under 

micro gravity and terrestrial conditions), devoted to the application of X-radiography during 

microgravity experiments [5]. 
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The X-radiography system figures a micro-focus X-ray source with a molybdenum target (3 μm focal 

spot), which provides a sufficient photon flux with two peaks of energy 17.4 keV and 19.6 keV that 

ensure a good image contrast to study Al–Cu based alloys. The camera system is made of a scintillator 

plate and a digital camera with a CCD-sensor. Due to the X-ray beam divergence, a geometric 

magnification of the object is observed at the detector, which is the ratio of the source-detector by 

source-sample distances (Fig.1). In this work a magnification of approximately 5 was used, for a 

Field-of-View (FoV) of about 5  5 mm2 leading to an effective spatial resolution of ∼4 μm. The 

acquisition rate was set to 2 frames per second. 

The solidification furnace consists of two heaters, separated by a gap, that impose a longitudinal 

temperature gradient Gapp (Fig.1). The gradient furnace enables directional solidification with applied 

temperature gradient within the range of 5–15 K/mm and cooling rates R within the range of 0.01–

1.5 K/s. 

 

 

 

 

 

Fig. 1: Schematic layout of the SFINX device for 

horizontal solidification.  

 

 

 

 

 

 

 

In the present work, the studied alloy was Al-20wt%Cu inoculated with 0.1wt.% AlTiB. A sheet-

like rectangular sample with dimension of 5 mm  50 mm in area and about 250 μm in thickness was 

used. The sample was placed in the middle of stainless steel spacers sandwiched between two flexible 

glassy carbon sheets sewn together with a silica thread. The crucible was enclosed inside the furnace 

and meets both sides to achieve the expected thermal profile. 

 

Table 1: parameters applied in the present solidification experiments. 

Samples Al-20wt%Cu inoculated with 0.1wt.% AlTiB 

G (K/mm) 10 

R (K/s) 0.05 0.1 0.15 0.3 0.45 0.9 1.35 

V (µm/s) 4 10 15 30 50 100 140 

 

The furnace was set in a position allowing the horizontal solidification of the sample, with its main 

surface perpendicular to the gravity vector g (Fig.1). This configuration was chosen to minimize the 

gravity related-phenomena such as buoyancy and thermo-solutal convection [6]. In our experiments, 

a fixed temperature gradient was applied between the heaters (Gapp =15 K/mm), which gave an actual 

temperature gradient in the sample G of 10 K/mm [3]. Hereafter, this latter value used for our 

analyses. The sample was solidified by applying the same cooling rate R (Table 1) to both heaters, 

which kept the temperature gradient constant. For each cooling rate R, the average growth rate V of 

the equiaxed front (Table 1) was measured from the recorded image sequences. 

 

Image processing and analysis 

During the whole solidification experiment, the X-radiography system recorded a stack of raw 

images. The grey level variations in the acquired images are related to the attenuation coefficient of 

each different parts of the sample. Image legibility is enhanced by applying “flat-field” correction, 
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which consists in dividing each frame by a reference image recorded just before solidification. This 

procedure reduces the noise and removes defects related to the detector and crucible [7]. After 

applying the image processing, the bright regions in the processed radiograph are solid Al-grains 

whereas the dark regions are the Cu-rich liquid regions. 

Quantitative information were obtained from the radiograph sequences by applying a semi-automatic 

image analysis developed with the ImageJ software [8]. Two macros were programmed and used to 

characterize quantitatively the effect of the growth rate on the grain structure formation. The first 

macro allows to determine the total grain number in the field of view at any time. The second one, 

allows to determine two key parameters. Firstly, the aspect ratio  (Fig.2a), defined as the ratio 

between the length L of the longest segment inscribed within the grain and the length l of the longest 

segment orthogonal to the first one [9].   can vary from unity for a perfect equiaxed grain, to value 

larger than two for elongated grain according to Hunt’s criterion [10]. The second parameter is the 

tilt angle  (-90° <  < 90°), defined as the angle between the longest segment inscribed within the 

grain and the temperature gradient direction G (Fig.2b). 

 

 

 

Fig 2: (a) Representation of the two longest 
perpendicular segments inscribed within a 
grain. (b) Tilt angle θ of a grain. 

 

Results and discussion 

Example of radiograph sequence recorded during a solidification experiment 

It has been shown in the framework of the ESA-MAP entitled XRMON [3] that, for a non-refined 

Al-20wt.%Cu alloy, the solidification with the same temperature gradient of 10 K/mm and the same 

range of growth rate gave columnar microstructures. With the addition of refining particles, we 

observed the propagation of an equiaxed front from the cold zone to the hot zone of the sample, as 

illustrated in Fig.3. Firstly, grains nucleated first in the cold zone of the field of view where they 

formed a compact grain structure and for which it is possible to define an effective front that separates 

the upper limit of the equiaxed structure and the bulk liquid phase (dashed yellow line in Fig.3). This 

effective front is slightly tilted in the FoV, which is the consequence of a residual transverse 

temperature gradient from the right to the left side of the sample. The effect of this transverse 

temperature gradient diminished with the increase of the the cooling rate.  

As the sample cooling continued, a new layer of equiaxed grains nucleated in the undercooled 

liquid ahead of the effective front. This mechanism is repeated over time (Fig.3b), which lead to the 

propagation of the effective front until the field of view is full of grains (Fig.3c). 

 

Fig. 3: Sequence of images showing the propagation of the equiaxed front at three different times of 

a refined Al-20wt. %Cu solidification experiment (G = 10 K/mm and V = 50 µm/s) 
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Impact of growth rate on grain number density 

In our experiments, the final grain number density nfinal increases with the measured growth rate 

(Fig.4a), which is in agreement with a recent paper of Xu et al. [6]. This variation can be explained 

by considering the amplitude of the maximum undercooling in the undercooled region, which is the 

zone ahead the solidification front where the actual temperature of the liquid TL(z) is lower than the 

equilibrium temperature of the liquid Teq (Z) as represented in (Fig4b). In this figure, the undercooled 

liquid regions are drawn for two different growth rates, V1 < V2. The larger the growth rate, the larger 

the maximum undercooling. According to the size distribution of refined particles [1], an increase of 

the maximum undercooling will promote the activation of smaller refining particles, which augments 

the number of nucleated grains [11]. 

 

 
Fig. 4: (a) Variation of the final grain number density with the growth rate V (for a temperature 

gradient G = 10 K/mm) and (b) Undercooled liquid regions for two different growth rates. 

 

Impact of growth rate on grain shape 

 In this section, the analyzes will be focused on the influence of the growth rate on the grain 

shape parameters, namely the aspect ratio  and the tilt angle .  For high cooling rates (R ≥ 0.9 K/s), 

accurate measurements of both parameters were difficult because grains were very small and often 

superimposed on each other in the sample thickness. Nevertheless, the grains looked equiaxed and 

we thus assumed that their aspect ratio is close to unity. For experiments with low cooling rates (R  

0.45 K/s), the two grain parameters were measurable.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: (a) Images showing the grain shape changing from elongated grains at low growth rate to 

isotropic equiaxed grains for high growth rate. (b) Boundaries of the grains for each experiment.  
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Fig.5a confirms visually that the grain number density increased with the growth rate, in agreement 

with (Fig.4a). In addition, the significant change of the grain shape is qualitatively perceptible as 

growth rate increases, from elongated grains to more and more isotropic equiaxed grains. For a sake 

of quantitative comparison, the boundaries of all the grains in the final structure were determined for 

each experiment (Fig.5b). Based on these images, we evaluated for each grain its aspect ratio ϕ and 

tilt angle θ. 

The normalized histograms of ϕ as a function of the growth rate is represented in (Fig.6). The red 

dashed line corresponds to ϕ = 2, the threshold between equiaxed and elongated grains. The red 

classes at the right side in (Fig.6a) and (Fig.6b) are the sum of all the grains with an aspect ratio ϕ > 

4. Indeed, a few grains are very elongated or pass through the FoV (see Fig.5b). For the lowest growth 

rate (Fig.6a), a mix of equiaxed and elongated grains was observed. Equiaxed grains nucleated on the 

cold zone side of the sample (Fig.5a and Fig. 5b) whereas elongated grains occupied the main part of 

the FoV. This in situ observation suggests that the temperature gradient was not uniform in the FoV. 

As the growth rate increases, the number of equiaxed grains augments and there is gradually the 

formation of a peak with a maximum close to unity. 

Fig. 6: Histograms of aspect ratio ϕ for three increasing growth rates. 

 

For the mean grain orientation, the normalized histograms of θ as a function of the growth rate is 

represented in (Fig.7). The red dashed line corresponds to θ = 0°, when the grain growth is perfectly 

aligned with the temperature gradient direction. For the three histograms, the grain orientations were 

distributed rather evenly on both left and right directions, which confirmed the random process of 

nucleation. However, as growth rates increased, the  − distributions became flatter and flatter, with 

a range increasing from [-20°-20°] at low growth rate (Fig. 7a, V= 10 µm/s) to nearly all directions 

for the highest growth rate (Fig. 7c, V = 50 µm/s). 

 

 

 

Fig. 7: Histograms of tilt angle of grains with respect to the temperature gradient G for three growth 

rates V. 
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Conclusion  

A study of equiaxed growth of a refined Al-20wt.%Cu alloy in a horizontal temperature gradient was 

successfully carried out using in-situ X-radiography with the SFINX apparatus. Quantitative results 

on the impact of growth rate on grain number density, the shape and the orientation of the grains were 

determined. A quantitative study of the temperature gradient impact on the grain structure formation 

will be the subject of future works. 
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Real-time dynamics of rod-like eutectic growth patterns on board the ISS : first 
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Abstract 

Directionally solidified rod-like eutectics are self-organized composite materials with controllable 

microstructural features. They are typically made of an arrangement of thin fibers (or rods) of a crystal 

phase in a continuous matrix of the other phase. In nonfaceted binary eutectic alloys (e.g. Al-Ni), 

their formation results from a diffusion controlled dynamics of coupled-growth front patterns that 

basically present a hexagonal stacking, at least locally. The average inter-rod spacing varies as V-1/2 

with the solidification rate V, in order of magnitude. In practice, however, the hexagonal order rarely 

extends over large distances, and small well-ordered domains separated by long-lived stacking defects 

are observed. In addition, while rod-like microstructures are clearly favored in alloys such that one 

of the solid phases has a volume fraction substantially smaller than the other, rods and lamella, or 

more complex shapes, can be observed to coexist in a given sample. In order to investigate the spatio-

temporal phenomena at play, we have developed an in-situ experimentation method that allows one 

to follow optically the real-time evolution of coupled-growth front patterns in model transparent 

binary-eutectic alloys. In the succinonitrile-camphor system, we could evidence that hexagonal 

patterns exist for values of the interrod spacing varying in a finite interval, at given V. We identified 

and locate the stability limits of that interval. The lower limit is determined by a rod-elimination 

instability. The upper limit corresponds to the threshold of a rod splitting instability, which 

approximately follows a V-1/2 scaling law. We also brought to light the forcing effect of a large-scale 

curvature of the isotherms, which is due to the different heat conductivities of the media in contact 

(liquid, solid, container walls). This induces a slow global stretching of the pattern, but leads to a 

statistical selection of the rod spacing distribution when the pattern stretching is dynamically 

counterbalanced by rod splittings. These conclusions could be drawn from laboratory experiments 

during which thermo-solutal convection in the liquid was negligible, if not absent. This markedly 

limited the range of explorable parameters (composition, thermal field, sample size), and prevented 

us to undertake a systematic study of, in particular, the so-called lamellar-to-rod transition. 

Circumventing this obstacle is the aim of the ESA science-in-microgravity project TRANSPARENT 

ALLOYS (TA). An essentially automatic apparatus for in situ directional solidification experiments 

in large samples on board the ISS (MSG) has been designed, built, and eventually sent to the ISS 

(Dec. 2017). The binary-eutectic solidification (SEBA) program of that project is performed in 

collaboration with U. Hecht’s group at Access (Aachen, Germany). We will present preliminary 

results of the first TA/SEBA campaign (January-March 2018). 
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Abstract 

The study of solidification microstructure formation is of utmost importance for the design and 

processing of materials, as solid-liquid interface patterns largely govern mechanical and physical 

properties. Pattern selection occurs under dynamic conditions of growth in which the initial 

morphological instability evolves nonlinearly and undergoes a reorganization process. This dynamic 

and nonlinear nature renders in situ observation of the solid-liquid interface an invaluable tool to gain 

knowledge on the time-evolution of the interface pattern. In this framework, the materials of choice 

for direct visualization of interface dynamics are transparent organic analogs that solidify like metallic 

alloys. Extensive ground-based studies of both metallic and organic bulk samples have established 

the presence of significant convection during solidification processes that alters the formation of 

cellular and dendritic microstructures. The reduced-gravity environment of Space is therefore 

mandatory for fluid flow elimination in bulk samples. 

To study the fundamental physical mechanisms in the dynamical formation of two-dimensional arrays 

of cells and dendrites under diffusive growth conditions, several series of microgravity experiments 

of directional solidification in a model transparent alloy - succinonitrile – 0.24 wt% camphor - have 

been conducted onboard the International Space Station using the Directional Solidification Insert 

(DSI) of DECLIC (Device for the Study of Critical Liquids and Crystallization) facility. This facility 

was developed by the French Space Agency (CNES) in collaboration with NASA. These experiments 

offered the very unique opportunity to in situ observe and characterize the whole development of the 

microstructure in extended 3D patterns. In such large samples, the situation of a single crystal ideally 

orientated with a perfectly flat interface is out of reach. Moreover, the furnace and crucible 

characteristics lead to a quite complex thermal field, far from usual theoretical or modeling 

approximations. 

A selection of some of the most striking results will be presented regarding the dynamics of primary 

spacing selection. We will first see how sub-boundaries may generate noticeable heterogeneities of 

primary spacing even if sub-grains misorientations are very low. We will also discuss quantitative 

comparisons of the experiments with phase-field simulations that highlight the major influence of the 

complexity of the thermal field on the dynamics of primary spacing selection and the resulting 

accuracy of numerical simulation results. 
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Abstract 

Within the ESA-map CETSOL the experiment MEDI (Multiple equiaxed dendrite interaction) was 

performed in 2015 to characterize equiaxed dendritic growth and interaction of multiple equiaxed 

grains during solidification. About 6 minutes reduced gravity environment on the sounding rocket 

MASER-13 provides conditions with negligible convection and sedimentation to study nucleation, 

growth and solutal interaction of equiaxed dendrites in the transparent alloy Neopentylglycol-30wt.-

%(d)Camphor. Applying a constant small thermal gradient and defined cooling conditions to the 

homogenized melt we obtain multiple dendritic equiaxed crystals with the primary dendrite arms 

growing along the <111> crystallographic orientation, which was confirmed by phase-field 

simulations. Results are presented for the dendrite morphology evolution, kinetic law, nucleation 

characteristics, evolution of dendrite density and interaction of dendrite pairs. For interpretation of 

the results, a new nucleation progenitor function approach was developed by project partners and 

applied successfully to the MEDI-experiment. This approach will be presented in a related 

contribution entitled "The Nucleation Progenitor Function (NPF) approach: An alternative approach 

to modelling equiaxed solidification". 
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Abstract 

Numerical computer simulations of microstructure evolution during dendritic solidification require 

reliable experimental data for comparison. In the last two decades X-ray radiography was shown to 

be a powerful method to in real-time monitor dendritic solidification in thin samples. Here, we present 

data on equiaxed dendritic growth of fcc-Al dendrites in non-grain refined Al-Ge and Al-Cu alloys. 

The disc-shaped samples of up to 12 mm diameter and between 200 and 350 µm thickness were 

processed in a near-isothermal furnace at constant cooling rates of 1 to 3 K/min. We compare dendrite 

tip velocities determined in horizontally aligned samples on ground with data acquired during two 

recent microgravity experiments using DLRs X-RISE facility aboard the sounding rocket 

MAPHEUS. Furthermore, the evolution of solute concentration field evolution in the interdendritic 

liquid is measured and discussed. The velocity data are compared with theoretical dendrite growth 

models. 

 

Comparison of x-ray radiography of equiaxed alloy solidification in grain-

refined Al-3.5wt.-%Ni with dendrite needle network modeling. 

Laszlo Sturz, Angelos Theofilatos 

Keywords: Solidification, equiaxed dendrite growth, dendrite needle network modelling 

Abstract 

We investigate multiple dendritic equiaxed grain formation during directional solidification of grain-

refined Al-3.5wt.-%Ni at various solidification conditions. This is achieved by comparison of in-situ 

x-ray radiographic observations in thin samples reported in literature to multi-scale dendrite needle 

network (DNN) modeling. The model takes into account heterogeneous nucleation, branched 

dendritic growth and solutal interaction between branches and multiple equiaxed grains in a 2D 

modeling approach valid at low Péclet numbers. The decrease in equivalent circular diameter of the 

final average grain size with pulling velocity, which is observed in the Bridgman-type experiments, 

is well captured by the modeling results, as well as is the ratio of activated nucleation seeds. The 

effect of confinement of dendrites in a thin sample is currently investigated using a model extension 

to 3D and to higher Péclet number. 
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Abstract 

The dendrite coarsening kinetics and dendrite morphology have been of great interest in the 

solidification science and casting industry. A detailed analysis of particular solidification phenomena 

(coalescence, fragmentation etc.) requires X-ray techniques with a high spatial and temporal 

resolution. High resolution experimental data are also very important for the verification of the 

existing microstructural models. The synchrotron radiography experiments with solidifying Ga - In 

alloys were performed at BM20 and ID19 (ESRF, Grenoble) at a spatial resolution of < 1 µm. The 

temporal dynamics of morphological transitions such as retraction, coalescence and pinch-off of the 

sidearms were studied in-situ. Recently, we showed that the combination of numerical modelling [1] 

and experiments [2,3] performed at the ESFR synchrotron X-ray source in Grenoble has allowed to 

improve the understanding of the pinch-off process of dendritic sidearms and to obtain material 

information that is relevant for quantitative modelling. 

 

In this work, a Ga–In alloy was solidified in vertical direction starting from the top of the solidification 

cell at a controlled cooling rate of 0.002 K/s and at a vertical temperature gradient of ~2 K/mm. In 

general, all fragmentation events are located in the deceleration zone that is formed during the initial 

phase of solidification. Behind an advancing growth front, under slow growth conditions that are 

almost close to steady state conditions, the coarsening in the mushy zone does not involve a 

significant detachment of sidearms. 

 

A detailed and advanced image analysis in combination with the high temporal and spatial resolution 

data of the experiment, allowed us to identify an additional migration process that is influenced by 

the existing temperature gradient. This Temperature Gradient Zone Melting (TGZM) process is 

characterized by a sidearm migration rate of 0.01 µm/s. Interestingly, the results of our analysis 

suggest that this process does not play a significant role for the sidearm detachment process itself.  
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Abstract. A homogeneous microstructure of as-cast magnesium alloys is desired to improve the 

formability during their subsequent thermomechanical processing. Owing to its similar crystal 

structure to Mg, the part of Zr formed by peritectic reaction during solidification was considered to 

be the most effective nucleant for alpha-Mg. However, regarding the Al-containing magnesium 

alloys, up to now no suitable and effective external nucleants were found for them. Recently, it was 

demonstrated that the additions of SiC worked in refining both Mg-Al and Mg-Zn alloys. The present 

work investigated the effects of SiC particle additions on the grain refinement of Mg-Zn alloys. The 

microstructures were characterized using XRD, SEM and EDS. It was found that the additions of SiC 

particles could refine the grains of Mg-Zn alloys. The responsible mechanism is attributed to the 

formation of (Mn, Si)-enriched intermetallics by the interactions between SiC and impurity Mn in 

alloys. This conclusion was further supported by using the high pure Mg instead of commercial Mg 

during preparation of Mg-Zn-SiC alloys. Due to very low amount of impurity Mn in high pure Mg, 

the grain refinement in Mg-Zn alloys were not observed after the additions of SiC particles. Under 

this situation the formation of (Mn, Si)-intermetallics was suppressed due to the deficiency of Mn. 

Introduction 

Due to its hcp crystal structure, magnesium has a poor room temperature formability. Previous 

investigations indicate that alloying with rare earths elements and microstructural refinement can 

improve its formability effectively. Microstructural refinement not only increases its ductility but also 

its yield strength. For Al-containing magnesium alloys, carbon inoculation was considered to be one 

of the most successful processes to refine the casting microstructure at present [1]. The responsible 

refinement mechanism for carbon inoculation is owing to the formation of Al2MgC2, which has a 

very close crystal structure to that of magnesium [2].  Regarding the Mg-Zn alloys, the alloying 

element Zr with a similar crystal structure to Mg was found to be an effective nucleants for alpha-Mg 

during solidification [3]. The part of Zr is formed from Mg-Zr melts by peritectic reaction only acts 

as the effective nuclei to improve the nucleation possibility of alpha-Mg. Unfortunately, Zr is an 

expensive alloying element.  

Recently, it was found when the external SiC particles were added to Mg-Zn alloys their grains 

were refined. Interestingly, Cao et al. successfully prepared Mg-Zn/SiC nano-composites by 

ultrasonic cavitation-based solidification processing [4, 5]. Their results also showed that the grain 

size of Mg–Zn alloy was reduced considerably by the addition of SiC nanoparticles. They attributed 

the grain refinement to SiC nanoparticles served as nuclei for heterogeneous nucleation, but no direct 

evidence was obtained. Luo studied the heterogeneous nucleation and grain refinement in cast 

AZ91/SiCp alloys [6]. A number of SiC particles were found within the primary Mg grains suggesting 

a possible heterogeneous nucleation mechanism for grain refinement. Luo also found that some of 

the SiC particles were pushed away to the grain boundaries [7]. Therefore, the grain refinement of 

SiC may also be attributed to the reduced growth rate of the primary phase since the presence of SiC 

particles around the growing Mg crystals. Inem et al. investigated the nucleation and crystallographic 

orientation of both the Mg matrix and the eutectic Mg(ZnCu)2 phase at the β-SiC particle surface in 

ZC63 and ZC71 Mg matrix composites [8, 9]. They found that the eutectic nucleates at the particle 

surface with an identical crystallographic orientation, but no distinct crystallographic orientation of 

α-Mg with SiC particle has been resolved. 
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In summary, previous investigations show that the grain refinement of Mg-Zn alloys caused by 

the addition of SiC particles is due to their physical effects. The present work is to investigate the 

possible other mechanisms responsible for the grain refining effect of SiC additions in Mg-Zn alloys. 

Experimental procedures 

Mg–Zn alloys with different Zn contents inoculated with different contents of SiC were prepared 

using commercial purity Mg or high purity Mg and Zn (Table 2). SiC particles (supplied by Alfa 

Aesar GmbH & Co KG, Germany) with an average size of 2 μm were used as refiner. Mg and Zn 

ingots were melted at 700 oC in an electrical resistance furnace using a mild steel crucible under a 

protective gas mixture of high pure Ar + 0.2% SF6. The melt was manually stirred for 2 min and then 

its surface was skimmed. SiC particles preheated to 500 oC under Ar atmosphere were added into the 

melt directly. After that the melt was stirred vigorously at 100 rpm for 5 min to ensure a good 

dispersion of SiC particles.  Before casting the melt was held at 700 oC for 15 min. Each ingot was 

cast by pouring the melt into a steel mold preheated to 200 oC with a diameter of 70 mm at the bottom 

and 80 mm at the top and a height of 250 mm.  

Metallographic samples were transversally sectioned from the same position of 20 mm from the 

bottom of the castings. They were prepared according to a standard procedure. The samples for optical 

observations were etched with a solution of 8 g picric acid, 5 ml acetic acid, 10 ml distilled water, 

and 100 ml ethanol. The average grain size was measured by the linear intercept method from the 

micrographs taken using polarized light in an optical microscope. A Zeiss Ultra 55 (Carl Zeiss GmbH, 

Oberkochen, Germany) scanning electron microscope (SEM) equipped with energy dispersive 

spectroscopy (EDS) was also used to observe the microstructures of selected samples. X-ray 

diffraction (XRD) investigations were also carried out using a Siemens diffractometer operating at 

40 kV and 40 mA with Cu radiation. Measurements were obtained by step scanning from 20 to 90° 

with a step size of 0.02°. A count time of 3 seconds per step was used. PANalytical X’pert HighSocre 

software with the International Center for Diffraction Data (ICDD) PDF2-2004 database was used to 

analyze the diffraction peaks of identified phases based on crystal structures. 

 

Table 2. Measured chemical compositions of source materials (wt%) 

Alloys 
Zn Al Zr Mn Fe Cu Ca Ni Mg 

Mg 0.003 0.006 <0.001 0.030 0.007 <0.001 0.0001 <0.0002 Bal. 

HP Mg 0.003 0.004 <0.001 0.001 0.005 <0.001 <0.0001 <0.0002 Bal. 

HP Zn 99.999 – – – – – – – Bal. 

Al – 99.930 – – – – – – Bal. 

Results and discussion 

Influences of SiC Particles on Grain Refinement of Commercial Mg-Zn Alloys. Figure 7 shows 

the optical micrographs of as-cast Mg-3Zn-0.2SiC, Mg-3Zn-0.5SiC and Mg-3Zn-10SiC alloys. 

Homogeneous equiaxed grain morphologies were obtained in both Mg-3Zn-0.5SiC and Mg-3Zn-

10SiC alloys. Compared with Mg-3Zn-0.2SiC and Mg-3Zn-0.5SiC alloy, SiC clusters marked with 

black arrows in Figure 7(c) were observed in Mg-3Zn-10SiC alloy, indicating that SiC is not well 

inoculated in Mg-Zn alloy with high content of SiC. Conversely, SiC can be added into the melt well 

and distributed uniformly within the matrix when its content is less than 0.5%. Figure 7(d) clearly 

demonstrates a slight decrease of average grain size from 330 ± 12 to 285 ± 10 μm with increasing 

the SiC content from 0 to 0.2%. A sharp decrease of average grain size from 285 ± 10 to 180 ± 9 μm 

was obtained with increasing SiC content from 0.2% to 0.3%. After that, the average grain size 

remains relatively stable with the increase of SiC content, even up to 10% SiC. 
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Figure 7. Optical micrographs of as-cast alloys: (a) Mg-3Zn-0.2SiC; (b) Mg-3Zn-0.5SiC; (c) Mg-

3Zn-10SiC; (d) average grain size as a function of SiC content. 

 

 

Figure 8. XRD patterns of Mg-3Zn alloys 

inoculated with different contents of SiC. 

Patterns of pure Mg and SiC powder are 

included for comparison. The peaks 

corresponding to Mg were not labeled. 

 

Microstructural Characterizations. Figure 8 shows the XRD patterns of as-cast Mg-3Zn alloys 

inoculated with different contents of SiC. Two phases Mg matrix and SiC were identified. It is 

indicated that after the addition of SiC no other phases were formed except for these two phase. It is 

also possible that the other phase has a too low content to be detected by XRD. SEM observations 

frequently found that inside the grains some particles with several micrometers exist. They seem to 

be the nucleants for the formation of alpha-Mg during solidification. Figure 9 presents such a typical 

particle inside the grain in Mg-3Zn-0.5SiC alloy and its EDS line analysis. The grain boundaries were 

indicated by the white arrows. Under the back-scattered mode, the black part enriched with Si and C 

can be confirmed as a SiC particle. Firstly, this particle has even darker contrast than that of Mg 

matrix suggesting that its average atomic number is less than that of Mg matrix. In addition, the length 

of black part particle is about 3 μm, which is close to the original size 2 μm of the SiC particle. The 

inside white part is enriched with Fe and Mn, indicating that SiC is likely to associate/react with Fe 

and Mn to serve as nuclei for α-Mg grains. In addition, Zn enriched area was also detected by EDS 

line-scan analysis at the bottom of the right corner, which is closely attached to the SiC particle. 

Influences of SiC Particles on Grain Refinement of High Purity Mg-Zn Alloys. Figure 10 

shows the corresponding optical micrographs of the comparison experiments. Compared with the 

remarkable grain refining effect of 0.3% SiC in commercial purity Mg-3Zn alloy, its grain refining 

effect in HP Mg-3Zn alloys can be neglected. The grain sizes of commercial purity Mg-3Zn alloy 

(Figure 10 (a)), HP Mg-3Zn alloy (Figure 10 (b)) and HP Mg-3Zn-0.3SiC alloy (Figure 10 (d)) keep 

in the same level. In addition, no such nucleation sites can be observed in HP Mg-3Zn-0.3SiC alloy 
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by SEM characterizations. Also, similar results occurred for 0.5% SiC inoculated in commercial 

purity Mg-3Zn or HP Mg-3Zn alloys Figure 10 (e) and (f). Therefore, it is reasonable to conclude 

that Mn and Fe appeared in the commercial purity alloy are very important for the grain refining 

process with SiC inoculant in Mg-Zn alloys. 

 

  

 

 

Figure 9. (a) BSE image of a nucleation site in 

Mg-3Zn-0.5SiC alloy; (b) EDS line-scan 

analysis of the nucleation site; (c) corresponding 

line-scan analysis curves along line A-B in (b). 

 

 

 
  

   

Figure 10. Optical micrographs of as-cast alloys: (a) Mg-3Zn; (b) HP Mg-3Zn (c) Mg-3Zn-0.3SiC; 

(d) HP Mg-3Zn-0.3SiC; (e) Mg-3Zn-0.5SiC; (f) HP Mg-3Zn-0.5SiC. 

Roles of Mn in Grain Refinement. Figure 11 shows the influence of Al addition on the grain size 

of Mg-3Zn-0.3SiC alloy. After adding small amount of 0.05%Al, the grain size of Mg-3Zn-0.3SiC 

increases. With further increasing the content of Al to 0.1 or 0.2%, the grain size increases to 348 µm 

or 319 µm, respectively. The above results indicates that the addition of Al may remove or poison 

these nucleants formed by the interaction of SiC with those impurities such as Mn and Fe (Figure 9). 

As known, Al element has a very strong affinity to Mn. They can form the intermetallics Al8Mn5 

[10]. It can then be concluded that after the addition of small amount of Al the impurity Mn was 

removed in the matrix by the formation of Al8Mn5. Consequently, the remained manganese was not 
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enough to interact with SiC to form enough effective nucleants for alpha-Mg. The grain size of alpha-

Mg then increases. 

It is proposed that the poisoning effect of small amount addition of Al is due to the formation of 

Al8(Mn,Fe)5, which interferes with the reaction between SiC and Mn (Fe) to form potent Fe-Mn-Si 

nuclei. The comparative test of HP Mg-3Zn-0.3SiC-0.1Al alloy with no poisoning grain refinement 

effect in Figure 10 directly supports this point. Zhang et al. predicted that the Al8(Mn,Fe)5 

intermetallic compound has the lowest efficiency as a nucleant for Mg grains based on E2EM model 

calculation [11]. In addition, Wang et al. investigated that Al8Mn5 intermetallic particles can be in-

situ formed within the AZ91D alloys with different Mn addition [12]. Their extensive TEM 

examinations on the Al8Mn5/α-Mg interfaces revealed that there is no crystallographic orientation 

relationship between the Al8Mn5 and α-Mg crystals. Therefore, they concluded that Al8Mn5 particles 

are unlikely to act as effective nucleants for the α-Mg grains during solidification. In the present 

study, when small amount of Al addition was added into Mg-3Zn-0.3SiC alloy system, part of the Al 

captured the Mn (Fe) elements that originated from commercial purity Mg source to form 

Al8(Mn,Fe)5. This prevents the contact between Mn (Fe) elements and SiC inoculants, leading to the 

disappearance of the grain refining effect.  

It should be also noted that some previous researches also reported that Mn is a grain refiner for 

Mg-Al alloy system [13-16], but the grain refining mechanisms are attributed to the formation of ε-

AlMn or τ-AlMn phase in the Mn-Al alloys, not to the Al8Mn5 phase. Furthermore, Cao et al. verified 

that different Mn-containing sources would lead to different grain refining effects [15]. However, no 

such phases were detected in the present study. Therefore, the grain coarsening effect is most likely 

attributed to a decrease in nucleation potency when effective Fe-Mn-Si intermetallic phase 

transformed to lower potent Al8(Mn,Fe)5 intermetallic phase. 

  

 
 

Figure 11. Optical micrographs of as-cast Mg-3Zn-0.3SiC-xAl alloys: (a) x = 0.05%; (b) x = 0.1%; 

(c) x = 0.2% 

Summary 

SiC particle can be used as a good grain refiner in Al-free Mg-Zn alloys. The responsible grain 

refinement mechanism is attributed to the formation of (Si, Mn, Fe)-containing intermetallics caused 

by the interaction of SiC particles with impurities Fe and Mn in matrix, which can promote the 
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nucleation of alpha-Mg. The grains of Mg-3Zn-0.3SiC alloy system are dramatically coarsened when 

the addition of Al is less than 0.1%. The poisoning effect of small amount addition of Al is due to the 

formation of low potent Al8(Mn,Fe)5 phase, which interferes with the reaction between SiC and Mn 

(or Fe) to form potent nuclei. The comparative test of high purity (HP) Mg-3Zn-0.3SiC-0.1Al alloy 

with no poisoning grain refinement effect supports this result well. Due to very low amount of 

impurity Mn in high pure Mg, the grain refinement in Mg-Zn alloys was not observed after the 

additions of SiC particles. Under this situation the formation of (Mn, Si)-intermetallics was 

suppressed due to the deficiency of Mn. 
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Abstract. Predictive models of equiaxed crystal nucleation and growth are essential for predicting 

grain refinement in casting. An alternative method for modelling polycrystalline equiaxed 

development during solidification, called the Nucleation Progenitor Function (NPF) approach, was 

described in recent literature. The NPF approach attempts to define functional progenitor-progeny 

relationships between seed activation and real and phantom nucleation events. The NPF approach 

was applied to the microgravity Multiple Equiaxed Dendrite Interaction (MEDI) experiment, which 

used a transparent material to observe equiaxed nucleation and growth in real time. The NPF approach 

was able to model the evolution of equiaxed solidification during the microgravity phase of the 

experiment on a volumetric and an areal basis. The difference between the volumetric and areal 

outputs was due to a stereological correction for the bulky transparent sample viewed under 

transmitted light conditions. In addition, the NPF approach modelled the thermal evolution of the 

MEDI with good agreement and was able to compensate for the temperature gradient and its influence 

on the overall statistics for the nucleation data. 

Introduction 

Predictive models of equiaxed crystal nucleation and growth are essential for predicting grain 

refinement in solidification processes such as casting. Grain refinement is a significant topic in 

metallurgy because it leads to smaller average grain sizes. Smaller grains give improved mechanical 

properties through grain boundary strengthening. During solidification, nucleation and growth are 

described as being interdependent upon each other. Nucleation occurs in the first instance, but if 

nucleation is delayed or proceeds progressively, then the growth in the initial stages of transformation 

can suppress the nucleation rate in the latter stages. This interdependence has been explained in 

several literature sources, for example [1–3]. A recent approach to modelling equiaxed solidification 

called the Nucleation Progenitor Function (NPF) approach has been established [4] which accounts 

for this interdependence between nucleation and growth by defining functional progenitor-progeny 

relationships between seed activation rate and real nucleation rate. This manuscript summarizes the 

NPF approach and discusses its application to a microgravity solidification experiment called the 

Multiple Equiaxed Dendrite Interaction or MEDI experiment. The perceived benefits of the NPF 

approach are highlighted and discussed. 

Microgravity Experimental Method and Material 

A microgravity solidification experiment into polycrystalline equiaxed nucleation and growth was 

performed onboard the MASER-13 sounding rocket and was reported in reference [5]. The 

experimental alloy used was Neopentylgycol-30wt.%(d)Camphor, which is a hypoeutectic alloy with 

face-centred cubic lattice structure in the primary dendritic phase. This alloy is transparent in the 

liquid state, whereas, the primary dendritic phase is opaque. The experiment allowed in-situ 

observation of polycrystalline equiaxed nucleation and growth under high-quality microgravity 

conditions; hence, buoyancy driven effects were negligible. A controller allowed fixed cooling 

conditions (0.75 K/min) to be set under a low temperature gradient (approximately 0.3 K/mm). Three 

thermocouples recorded temperatures within the sample that were used for thermal validation. A full 

thermal characterization of the MEDI experiment was reported in [6]. Thermal boundary conditions 
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were investigated using a bespoke model of solidification. The model used in reference [6] was 

closely related to the NPF model presented in [4] and used the same input data. Observations of the 

solidification were made in-situ and in real-time using optical magnification methods. The MEDI 

campaign was conducted as part of the European space agency CETSOL (Columnar-to-Equiaxed 

Transition in SOLidification Processing) programme [7]. 

Mathematical Method for the NPF Approach 

The NPF approach may be described in stepwise fashion as follows. 

The first step is to define the progenitor function to describe the collective nucleation potency of 

all inoculant particles. This step relies on the fact that a Probability Density Function (PDF) can be 

used to describe the nucleation potency. In this case a Gaussian distribution is assumed. 

      (1) 

 

 is the athermal nucleation density distribution based on undercooling, T; No is the 

volumetric nucleation density of all possible nucleation sites; undercooling is given as T=TL–T 

(where TL is the equilibrium liquidus temperature);  To is the mean nucleation undercooling for all 

potential seeds and T is the standard deviation of the distribution. 

The second step is to apply a co-ordinate transformation that changes the progenitor function from 

the undercooling domain, T, to the time domain, t, as follows 

         (2) 

Equation (2) is described as given a time instance of the progenitor function provided in equation (1). 

The third step is to apply the principles of the Kolmogorov approach, based on probability theory, to 

develop progeny functions. Two progeny functions can be established at any given position in the 

sample. The first progeny function gives the volumetric nucleation rate of real nucleation events and 

is given by 

        (3) 

where volume fraction is given by  and is derived through the classic Avrami equation 

.         (4) 

The term  is known as the extended volume fraction and is given by the equation  

       (5) 

where vt is the crystal growth rate. The subscripts n refers to time since nucleation.  

The second progeny function is the observed nucleation rate where a stereology correction is 

automatically applied to account for over-projection in bulky transparent samples, and it is given as 

        (6) 

 is the area fraction observed on the viewing plane and D is the thickness in the viewing direction.  

The area fraction is calculated using the extended area fraction  through the following equation  

         (7) 

And the extended area fraction at any time is given as 

       (8) 
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The principles behind the stereology correction are explained in detail in reference [8]. Each of the 

progeny functions given in equations (3) and (6) are called time instances of the respective progeny 

function. A measure of the total number of nucleated seeds is obtained by integrating. Integration of 

equation (3) over all time and over the volume will give the total number of nuclei. Integration of 

equation (6) over all time and over the observation plane will give the total number of observed nuclei. 

The fourth step is to apply reverse co-ordinate transformations to the time-instance progeny 

functions to convert from the time domain, t, into the undercooling domain, T. The progeny function 

related to real nucleation events is given by. 

        (9) 

and the progeny function related to observed nucleation events is given by  

         (10) 

The fifth step is to normalize the progeny functions to give representative PDFs for each progeny 

case. The PDF for the real nucleation events is  

        (11) 

and the PDF for the observed nucleation events is 

        (12) 

The terms  and  are known as normalization constants and they are obtained by 

integration. The requirement is that the any integral equation involving a progeny function is equated 

to unity and the normalization constants are solved. 

The sixth step refers to the interrogation of the PDF function for standard statistical measures such 

as average undercooling or standard deviation. The expected value equation is a standard method for 

calculating a mean value from a PDF and it can be further used to calculate standard deviations, 

skewness, etc. Information on the expected value equations and how they are used are provided in 

[4]. Interestingly, the PDF function in equations (11) and (12) can be calculated at different positions 

and may vary due to inhomogeneity in the domain, for example, variation in undercooling due to a 

temperature gradient. In this case, the PDF functions generated at each reference position can be 

combined using the principles of convolution to give a single PDF for the entire domain pglobal(T). 

This is summarized in the following equation where the operator  represents the standard 

convolution process and the subscripts, 1, 2, n represent different control volume positions. 

      (13) 

The NPF approach was coupled to a calculation of the energy equation as follows 

      (14) 

Where the coupling was achieved by  including volume fraction  and its relationship to volumetric 

latent heat L. Local solid fraction is given by gs and was calculated using both a Scheil formulation 

and a Rappaz-Thévoz model [9] for comparison. Minor differences were observed between Scheil 

and Rappaz-Thévoz models due to the low diffusivity of solute in the liquid; hence, all of the 

following simulated results used the Scheil approach. 

 

NPF Applied to the Microgravity MEDI Experiment with Results 

Input data for the experiment and the simulation are provided elsewhere [4,6]. Fig. 1 shows the 

recorded thermal history from three thermocouples located inside the sample material during the 

microgravity experiment. The simulated temperatures are shown for comparison. The thermal 

characterization to make this comparison possible was reported in reference [6]. Generally, good 
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agreement between measured and simulated temperatures was achieved with reported differences 

between all three thermocouples calculated to within 1 K. 

 

 
Figure. 1. Measured and simulated thermal histories at three thermocouple locations within the 

sample. The time datum, t = 0 s, refers to lift off for the sounding rocket. 

 

Fig. 2 shows the measured and simulated values for area fraction, , and the number of observed 

nuclei on the projection plane, nOBS, plotted against time. Area fraction data was extracted from the 

experimental video sequences by applying a threshold value to the pixel values in color-mapped 

timeframe images. The number of observed crystal nuclei was measured by counting all new crystals 

at the moment they became observable. The simulated number of crystals was calculated by 

integrating equation (6) over the entire observation area and with respect to time. 

 
Figure. 2. Area fraction and observed nucleation events plotted against time. Experimentally 

measured (meas.) and simulated (sim) data shown for comparison. 

 

Fig. 3 shows a bar chart with the results for all observed nucleation events showing the distribution 

of the estimated nucleation undercooling at the time the crystals were first observed. The overall or 

global PDF (calculated through equation (13)) for the entire observation plane is plotted for reference. 

The correlation between the discrete data in the bar chart and the continuous PDF is clear. Further 

calculations showed that the mean observed undercooling from the experiment was 8.4 K and the 

mean observed undercooling as calculated by the NPF was 8.7 K. In addition, the observed standard 
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deviation was 0.6 K as measured from the experimental data and calculated as 0.3 K from the NPF 

approach. 

 
Figure. 3. Overall distribution of the observed nucleation events as a function of the 

undercooling and the PDF of observed nucleation undercooling over the entire domain. 

 

Conclusion 

In this paper, the Nucleation Progenitor Function approach was reviewed. The application of the 

NPF approach to the MEDI microgravity experiment was summarized. The NPF approach has 

outlined as a stepwise approach to modelling the interdependence between nucleation and growth in 

equiaxed growth. The NPF approach was coupled to the energy equation through the terms that deal 

with the latent heat. Advantages of the NPF approach include the ability to account for stereology 

corrections in bulky transparent alloy experiments, the ability to deal with temperature gradients using 

the principle of convolution, and the ability to interrogate the calculated nucleation data for statistical 

information such as mean and standard deviation for the nucleation undercooling. The NPF offers an 

additional advantage in that the statistical data can be obtained in both formative mode, as running 

statistics, or in a summative mode, as final statistics. 
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Abstract. Based on the recent studies of the effects of lattice misfit and substrate chemistry on 

prenucleation, we investigate the interface between liquid Mg and MgO{111} using an ab initio 

molecular dynamics simulation (AIMD) technique. Our study reveals the formation of an atomically 

rough Mg layer on the {111}MgO surface when MgO is in contact with Mg melt. This atomically 

rough substrate surface deteriorates significantly the atomic ordering in the liquid adjacent to the 

liquid/substrate interface. Consequently, it reduces the potency of MgO as a substrate for 

heterogeneous nucleation. 
 

Introduction 

Grain refiners have been widely used in casting of light metals to improve the mechanical 

properties of the products. Traditionally, grain refinement is achieved by enhancing heterogeneous 

nucleation through addition of potent solid particles [1,2]. Recently, it has been suggested that the 

most effective grain refinement can be achieved by the least potent particles if no other more potent 

particles of significance exist in the melt [3]. The role of MgO in nucleation of Mg is a good model 

system to demonstrate this theory [3]. Magnesia (MgO) exists in Mg melts due to the high affinity 

between O and Mg. Experiments showed that oxidation of the Mg alloys occurs at high temperature 

and MgO is the major products [4-6]. The naturally occurring MgO particles behave as nucleation 

sites and attribute to refinement of Mg alloys [5]. The misfit between MgO{111} and Mg{0001} is 

large (8.1%), which makes the L-Mg/MgO{111} a good case to study the structural effect on 

prenucleation.  

Prenucleation refers to the atomic ordering in the liquid adjacent to the substrate at temperatures 

above the nucleation point. Men and Fan performed atomistic MD simulations of the structural effect 

(lattice misfit between the substrate and metal) on the prenucleation. A substrate of a smaller misfit 

provides better structural templating for prenucleation [7], in agreement with the epitaxial nucleation 

model [6]. Recently we explored the chemical effect of substrates on the prenucleation of light metal 

adjacent to potent substrates and revealed that a chemical affinitive substrate promotes prenucleation, 

whereas a chemical repulsive substrate reduces it [8]. Based on these studies, here we investigate the 

prenucleation in the liquid Mg adjacent to the MgO{111} substrate using a parameter-free ab initio 

MD technique. Both Mg-terminated and O-terminated MgO{111} surfaces were used as starting 

configurations. Our simulations show a general trend of prenucleation phenomena in Mg liquid 

induced by the MgO{111} substrates. The obtained information is not only helpful to understand the 

prenucleation of Mg alloys, but also to get some insight into solidification processes in general.  

Details of Computations 

The simulation technique uses the periodic boundary conditions (PBC). Sizable supercells were 

built for producing meaningful results of ab initio MD simulations. A hexagonal supercell with a = 

5ah, here ah = (√2/2)ao and ao is the lattice parameter of MgO was built for the L-Mg/MgO{111} 

systems. The substrate is composed of four O layers and three Mg layers (O-terminated) or five Mg 

layers (Mg-terminated). The length of c-axis is set according to the density of liquid Mg. 

We employed the first-principles code VASP (Vienna Ab initio Simulation Package) [9] which 

uses the ab initio density functional theory (DFT) within the projector augmented-wave (PAW) 

framework [10]. The exchange and correlation terms were described using the generalized gradient 

mailto:Changming.fang@brunel.ac.uk
mailto:zhongyun.fan@brunel.ac.uk
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approximation (GGA) [11]. For ab initio MD simulations, we employed a cut-of energy of 320 eV 

and the Γ-point in the Brillouin zone.  

Mg melt was generated by equilibrating for 6000 to 8000 steps (1.5 fs/step), or 10 picoseconds 

(ps) at 3000 K. Then the liquid was cooled to the designed temperature. The obtained liquid Mg was 

used to build the Mg(liquid)/substrate systems, which were heated at the designated temperature for 

about 7000 steps or ~10 ps to ensure equilibrium by checking the configurations and the total energies 

of the systems. In order to obtain results of meaningful statistics [8,12], we used several different 

starting configurations and employed the time-averaged atomic position method, using sampling for 

2000 to 3000 steps (4 to 6 ps). All substrate/liquid atoms were fully relaxed during the simulations. 

Results and Discussions 

Figure 1. Snapshots showing the formation processes (a, b) and the resultant atomic arrangements of the 
newly formed Mg layer on the MgO{111} substrates with Mg- (a, d) and O-termination (b, c). The orange 

spheres represent Mg, dark blue for O. 

 

First we address formation processes of the MgO{111} surface in liquid Mg by means of ab initio 

MD simulations using the O- and Mg-terminated MgO{111} substrates. The simulations showed that 

on the O-terminated substrate the liquid Mg atoms adjacent to the substrate were moving quickly and 

approaching to terminating O layer, as shown in Fig. 1b. Then a new Mg layer was formed on the 

substrate. This movement is companied by the movements of other adjacent Mg atoms, gradually 

forming layers of Mg on the substrate. This process happens in a rather short time (0.1 to 0.3 ps). 

Careful analysis shows that there are vacancies at the newly formed Mg layer (Fig. 1c). For the liquid 

Mg on the Mg-terminated MgO{111} substrate, during the MD simulations some of the terminating 

Mg atoms/ions were gradually moving into the liquid, leaving vacancies at the terminating Mg layer 

(Figs. 1a and 1d). Analysis showed no notable difference for the simulated systems from the O-
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termination or Mg-termination MgO{111} in liquid Mg with the resultant atomic arrangements of 

the metal layer (Fig. 1). 
 

Fig.1c and 1d show that the atoms in the newly formed Mg layer are ordered, forming a 2-

dimensional (2D) structure containing vacancies. Analysis showed the concentration of the vacancy 

is 8 % for both cases (Fig.1c and 1d). These vacancies cause roughness of the substrate surfaces at 

atomic level. 

Root mean square (RMS) has been widely used to measure the roughness of a solid surface. For 

the newly formed Mg layer, the surface roughness mainly comes from the Mg vacancies. Therefore, 

using the RMS relation, RRMS = [∑(Δz/d0)
2/n]1/2×100% , here Δz is the height difference of one atom 

with respect to the averaged plane and d0 the interlayer spacing, n is the number of atoms in the area. 

(Δz/d0) = 0 for an occupied site and (Δz/d0) = 1 for an unoccupied site. In this way we obtain RRMS = 

28% for the newly formed Mg substrate surface. 

Next we investigate the impact of the rough substrate surface on atomic ordering in the adjacent 

liquid Mg. Fig. 2a shows a snapshot of the equilibrated L-Mg/MgO{111} interfaces.  

The density profile of liquid perpendicular to a substrate, ρ(z) provides a clear statistic description 

of the atomic layering phenomenon [7,8]. We analysed the density profile for the integrated 

configurations of the simulated systems for over 3 ps. The density profile, ρ(z) is plotted and shown 

in Fig. 2b. 

 

         
 

(a)L-Mg/MgO{111}interface                       (b)The related density profile 
Figure 2. Snapshot for an equilibrated L-Mg/MgO{111} interface (a) and the related atomic density profile, 

ρ(z) (b) simulated at 1000 K. In 2a, the orange spheres represent Mg atoms/ions, the dark blue for O ions. The 

vetical dotted lines in 2b are used to indicate the important density peaks.  
 

The density profile corresponds well to the related snapshot of the L-Mg/MgO{111} interface. 

The outmost O layer has a sharp peak (the dotted green line). The newly formed Mg layer has also a 

rather sharp peak (the dotted blue line) though it peak height is lower than that of the outmost O layer. 

On this Mg layer, there are four recognizable liquid Mg layers. The first liquid Mg layer is well 

separated from the newly formed Mg layer of the substrate with an interlayer spacing of 2.61 Å which 

is close to the interlayer spacing along the [0001]Mg axis. It is noted that there is a small shoulder at 

the left side of the first Mg peak. Analysis showed that the atoms at the shoulder of the first Mg peak 

are mainly positioned at the top of the vacancies of the newly formed Mg layer. This is understandable 

that the vacancies at the 2D Mg structure produce local potential wells which attract liquid Mg atoms. 

Fig. 2b also showed that the heights of the peaks decrease with going deeper into liquid.  

Atomic in-plane ordering of liquid in the layers adjacent to the substrates, or in-plane ordering 

coefficient is a good indicator for the description of localization of the atoms [7,8]. Here we analyse 

the in-plane ordering for the newly formed substrate surface layer and the liquid Mg layers adjacent 
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to the substrates for the integrated configurations from simulations of over 6 ps. The analysis 

produced that the newly formed Mg layer has a high in-plane ordering coefficient, S(z) being 0.65. 

S(z)=0.003 for the first Mg peak, indicating liquid-like nature of these Mg atoms. S(z) is approaching 

zero for Mg atoms at the rest Mg layers. 

MgO has the NaCl-type structure. The stable surface of MgO at ambient conditions is MgO{001}. 

A smooth MgO{111} surface is polar and unstable. The situation is different for MgO in a (liquid) 

metal. The free-electron-see of a metal enhances the occupation of the sites by Mg on the O layer at 

the MgO{111} substrate. This occupation is also balanced by the interactions between the substrate 

and the liquid metals. For MgO{111} in liquid Mg, the newly formed Mg surface layer contains 

vacancies due to the strong chemical interaction between the outmost O layer and the liquid Mg. 

These vacancies at the terminating Mg layer result in formation of a rough surface of the substrate. 

This atomically rough surface strongly weakens the templating effect of the substrate. 

The epitaxial nucleation theory suggests that heterogeneous nucleation proceeds by a layer-by-

layer growth mechanism through structural templating [6]. The lattice misfit has influences on the 

nucleation undercooling and therefore, can be considered as a direct measure of potency of nucleating 

particles [7]. This also indicates that heterogeneous nucleation can be controlled by manipulating the 

lattice misfit between the substrate and the metal. A good example is the recent observation of 

formation of the 2-dimensional compound (2DC) TiAl3 on the TiB2{0001} surface. This newly 

formed 2DC TiAl3 decreases the lattice misfit from 4.22% to 0.09 %. This is responsible for the good 

performance of the Al-5Ti-1B grain refiners [2]. Our recent study also showed chemical factor of 

substrate on prenucleation phenomenon [8]. A chemical affinitive/repulsive substrate 

promotes/impedes the prenucleation in the liquid metal adjacent to the substrate. Recent HR-TEM 

observations revealed formation of a 2DC ZrTi2 on TiB2 substrate in Al, the L-Al/TiB2 (2DC ZrTi2) 

interface system [13]. This causes the restoring of the lattice misfit from 0.09 to 4.2 % [13]. Ab initio 

MD simulations discovered that at the L-Al/TiB2 (2DC ZrTi2) interface, the surface Zr atoms intrude 

about 0.45 Å into liquid Al. This causes atomic roughness of the substrate surface. Therefore, the Zr 

poisoning effect originates from the combination of the lattice mismatch and the surface roughness 

at atomic level [14]. In the current study we investigated the geometry of MgO{111} surface of 

thermally equilibrated L-Mg/MgO{111} systems. In liquid Mg, the MgO{111} substrate is 

terminated by one Mg layer which displays ordering but has vacancies. These vacancies result in 

atomic roughness of the substrate surface, which reduces the layering and diminishes the in-plane 

ordering of the liquid Mg adjacent to the substrate. Consequently such atomically rough surface 

weakens prenucleation at temperatures above nucleation temperature and impedes subsequent 

heterogeneous nucleation, leading to a larger nucleation undercooling. This study indicates that by 

manipulation of the atomic roughness of the substrate surface, one may control the nucleation 

processes of metallic liquid to obtain alloys of desired microstructures. 

 

Summary 

AIMD simulations revealed the formation of an Mg layer at the MgO{111} substrate in liquid Mg. 

This newly formed Mg layer exhibits atomic ordering but contains vacancies. The calculation 

provided a RMS roughness of 28%. This atomic roughness of the substrate surface weakens layering 

and diminishes strongly the in-plane ordering of the adjacent liquid Mg, and therefore reduces the 

templating effect of the substrate. The surface roughness can be considered as the third factor 

affecting the atomic ordering of liquid metals adjacent to the substrate, beyond the structural [7] and 

chemical [8] factors. Rough substrate surface may be used as a practical means to manipulate 

heterogeneous nucleation for more effective grain refinement. 
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Abstract By using Al-20wt%Cu alloys with- and without grain refining material, solidification 

experiments were performed by unidirectional solidification in a Bridgman-type furnace in earth 

circumstances. In the course of one experiment, two different sample movement velocities (vsam) were 

used such a way that the sample movement velocity was suddenly increased tenfold as compared to 

the initial value of velocity (i.e. from 0.02 mm/s to 0.2 mm/s) during the solidification process. The 

melt was not stirred during solidification.   

The aim of experiments was to investigate the effect of rapid and sudden increase of sample 

movement velocity on the solid/liquid interface velocity (v). Moreover the effect of solid/liquid 

interface velocity and the effect of the presence of grain refining material on the microstructure and 

grain structure of solidified samples were also investigated.   

 

Introduction 

The character of grains (columnar or equiaxial) and their sizes are the most characteristic structural 

parameters of materials made by solidification technology which highly influence the mechanical 

properties. Both parameters can be influenced by the temperature gradient (G) developing at the 

solid/liquid interface and by the interface-velocity (v) as well as by the small particles added to the 

melt which cause heterogeneous nucleus formation (i.e. by the inoculation of melt). In case of Al-

alloys, the most widespread inoculation material is the Al-5wt% Ti-1wt%B alloy in which the particle 

performing the inoculation is TiB2 [1,2]. The effectiveness of inoculation can significantly be 

influenced by the interface-velocity at a given temperature gradient. In case of low velocity, a 

columnar structure can develop in spite of the inoculation and by increasing the velocity, the 

inoculation material exerts its effect as a consequence the columnar structure transforms to an 

equiaxial one (Columnar Equiaxed Transition, CET). From the point of view of the practical 

technologies, it is very important to know the exact parameter-values at which the inoculation 

becomes effective.    

The critical interface velocity can be investigated by using three different experimental technologies 

at a given G-value:  

(i) the sample is moved by a constant velocity (in this case, it is necessary to perform several 

experiments) 

(ii) the sample is moved by a changing (decreasing or increasing) velocity (the decreasing 

velocity is the nearest the practical technologies) 

(iii) the velocity of sample is suddenly and rapidly changed 

This later method was chosen for performing our experiments. 

Experiments 

 

Alloy 

The Al-20wt%Cu (Sample 1) and Al-20wt%Cu+Gr (Sample 2) alloy were produced from 99.99wt% 

Al and Cu by vacuum metallurgy process. Gr means: grain refinement material, Al-5wt%Ti-1wt%B. 
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Samples 

The sample diameter was 8 and the length was 110 mm. The sample was inserted to an alumina 

capsule. The temperature distribution was measured at 13 places on the surface of alumina capsules 

by using "K" type thermocouples. The alumina capsule with thermocouples was put in a quartz 

holder. At the bottom of the quartz tube, a cupper cooling core was connected to it in order to increase 

the unidirectional heat removal. Under the body of furnace, there was a water cooling chamber into 

which the cooling core was immersed during the experiments [3,4]. 

 

Solidification experiments 

The experiments were performed in a 4-zone Bridgmann tube furnace of vertical arrangement. Owing 

to the profile of furnace-temperature, the samples had to move through a length of 176 mm in the 

Bridgman-type furnace in order that the entire 110 mm length of samples can be solidified. The 

temperature of the end of sample became lower than the solidus temperature after a displacement of 

176 mm. During the first 50 mm of the 176 mm of sample movement, the sample movement velocity 

(vsam) was 0.02 mm/s. (The first 19 mm of sample solidified during the movement of 50 mm). After 

50 mm of sample movement, the sample movement velocity was immediately (during 0,01 s) 

increased to a value of 0.2 mm/s and it was kept at a constant value up to the end of solidification. 

The solidification of alloy started by α aluminium solid solution at a temperature of 610oC and 

completed by the solidification of α+Al2Cu eutectic at a temperature of 548oC. After the solidification 

had completed, the sample consisted of ~50-50 wt% α solid solution and eutectic.   

 

Determination of the solidification parameters 

The thermal parameters (cooling rate, temperature gradient and the solid/liquid interface velocity at 

the liquidus (610oC) and solidus (548oC) temperatures) were calculated as a function of the sample- 

distance (Gsol, Glig and vsol, vlig) from the cooling curve measured by 13 thermocouples. These 

parameters were identical at both samples. The functions of thermal parameters are demonstrated in 

Figures 1a-d. The titles of Figures are as follows: "Interface from the bottom of the sample vs Time" 

(Fig. 1a); "Average cooling rate during solidification vs distance from the bottom of sample" (Fig. 

1b); "Interface velocity vs distance from the bottom of the sample" (Fig. 1c); and  "Temperature 

gradient vs distance from the bottom of the sample " (Fig. 1d).   
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Figure 4. Grain structure of Sample 2 before the mushy zone 
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The values of vlig and vsol at the 0,02 sample movment velocity were constant and approximately 

equal to the sample movement velocity. Under the influence of the sudden and rapid change of sample 

movement velocity (increase from 0.02 mm/s to 0.2 mm/s), the solid/liquid interface velocities 

increased suddenly first from 0.02 mm/s to ~ 0.075 mm/s (Fig. 1.b). Then they increased slowly - 

about ~1000 sec was necessary to reach the value of 0.2 mm/s. At the end of the sample (at 110 mm), 

the movement velocity of liquidus isotherm (i.e. the start of solidification) was ~0.27 mm/s and the 

movement velocity of eutectic isotherm (the end of solidification) was 0.32 mm/s – both values were 

higher than the sample movement velocity (0.2 mm/s). The temperature gradient decreased in a small 

extent during the solidification process. In case of a sample movement velocity of 0.02 mm/s, the 

cooling rate was ~0.1 K/s (vliq*Glig = 0.02 mm/s*5 K/mm = 0.1 K/s). In the transition zone, the cooling 

rate increased from 0.1 K/s to 0.45 K/s within some mm then it increased slowly and its value was 

0.3 mm/s*4 K/mm = 1.2 K/s at the end of sample.    

 

Preparation of samples 

Longitudinal sections parallel with the axis of sample and cross-sections perpendicular to the axis of 

sample were made of both samples. In order to investigate the dendritic microstructure, the sections 

were etched by using HF and the Barker-type electrochemical etching method was used for preparing 

the investigations of grain structure. The dendritic structure and grain structure of sections were 

investigated by means of a Zeiss Axio Imager m1M type light microscope.  

 

Results and discussion 

The microstructure developing in the transition zone  of Sample 1 (from 19 mm to 52 mm) after HF 

etching is shown in Fig. 2 on the longitudinal section and Figures 5.a-c demonstrate the grain structure 

developing in the cross-section after Baker etching at different distances from the bottom of sample. 

Fig. 3.a shows the microstructure developing on the longitudinal section of Sample 2 after HF etching 

and Fig. 3.b shows the grain structure developing in the transient zone after Baker etching. The grain 

structure of Sample 2 immediately before the transient zone can be seen in Fig. 4 (between „0” and 

„A” points). The grain structure developed on the cross section at different distances from the bottom 

of sample after Baker etching can be seen in Figures 6.a-c. In Figures 2 and 3, „A” indicates the end 

of mushy zone (548 oC) and „C” indicates the beginning of mushy zone (610oC) at the moment when 

the movement velocity of sample changed from 0.02 mm/s to 0.2 mm/s in ~0.01 s. Table 1 contains 

the distances of points indicated in Fgures 2 and 3 measured from the bottom of sample as well as the 

values of vlig belonging to the solidus at these points. The sample movement velocity could be 

changed quickly by means of the step motor used for moving the sample. The acceleration value of 

sample was ~18 mm/s (in the period of the fast change of sample movement velocity).     

The average secondary dendrite arm spacing (av.SDAS) belonging to a given „Interface velocity” 

(vlig) measured in the vicinity of the axis of samples as well as the average primary dendrite arm 

spacing (av.PDAS) are contained in Table 2. Moreover the sizes of grains developed at these values 

of „Interface velocity” are also shown in this Table. Obviously, the value of PDAS cannot be 

measured in Sample 2 (equiaxial structure) the value of SDAS couldn’t be measured either owing to 

the insufficient resolution of light microscope.    

In case of a sample-movement velocity of 0.02 mm/s, a columnar dendritic structure develops up to 

point „A” in both samples. At a velocity-value of 0.02 mm/s vlig, the grain refining material has got 

only a minimum effect on PDAS and SDAS – both values decrease only in a small extent. It has got 

a bit greater effect on the grain size - it decreased from 1.7 mm2 to 0.61 mm2 i.e. to the third but the 

grain structure remained quasy columnar.  

In case of Sample 1, the microstructure remained a columnar dendritic one even in case if the value 

of vlig was high (0.3 mm/s). The values of PDAS and SDAS decrease significantly, the grain structure 

becomes finer (Figures 5.a-c, Table 1). However the effect of rapid, sudden increase of velocity can 

be observed gradually; it is in accordance with the fact that the value of vlig increases also gradually 

following an initial fast increase.    
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In case of Sample 2, the columnar structure between „0” and ’A’ points (see Fig. 4) remained up to 

the middle of mushy zone existing at the moment of rapid change of sample velocity (between „A” 

and „B” points in Fig. 3.b). Under the influence of the rapid change of velocity, the originally 

columnar structure transformed into an equiaxial one in the second half of mushy zone (between„B” 

and „C” points in Fig. 3b). The melt being in front of the mushy zone soldified to a basically coarse, 

mainly columnar structure containing some fine grains up to the „D” point (vlig = 0.128 mm/s). Here 

the grain structure became a very fine equaxial one by a sharp transition and this structure remained 

up to the end of sample (Figures 6.b and c).  

Table 1. 

 

 

 

 

 

                   Figure 5.a. 11 mm                                              Figure 6.a. 11 mm 

 

 

 

                  Figure 5.b. 56 mm                                                Figure 6.b. 56 mm 

 

 

 

 

                  Figure 5.c. 105 mm                                          Figure 6.c. 105 mm 

 

 

 

Name of points A B C D E F 

Distance of points from the bottom of sample 
[mm] 

19.00 24.51 28.85 35.19 38.65 52.00 

vlig measured at the points [mm/s] 
0.016 0.09 0.110 0.128 0.136 0.160 

Figure 5. Cross section of sample 1at 

different length of sample 
Figure 6. Cross section of sample 2 at 

different length of sample 
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Table.2. 

 

 

 

 

The special behaviour of mushy zone developed before the rapid change of velocity can be explained 

by the brake of very soft dendrites under the influence of the rapid change of velocity when the sample 

“falls down” by an acceleration of ~ 18 mm/s2 up to about 0.01 s, then it moves on by a velocity of 

0.2 mm/s. As a consequence, an upward force due to the inertia of sample occurs. At the beginning 

of mushy zone where there is a lot of melt but little solid phase, this effect „breaks” the dendrites 

resulted many small solid particles, which will become heterogeneous nuclei, so fine equiaxed 

structure develops in this part of mushy zone. Because these small particles cannot move to the liquid 

phase which exist before this mushy zone, in the other parts of melt a columnar structure develops 

again. The columnar grain structure will change into a fine equiaxed grain structure when the velocity 

of solid/liquid front reaches the velocity necessary for CET (in this case 0.128 mm/s). It must be to 

note again that at this velocity, CET merely develops in the sample containing grain refining material; 

the grain structure of samples that do not contain grain refining material remains columnar even at 

0.3 mm/s.    
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Al-20wt%Cu  Al-20wt%Cu+Gr 

vint,  [mm/s]        
0.015 0.275 0.0136 0.275 

av.SDAS, [mm] 
0.101 0.035 0.076 -------- 

av.PDAS, [mm] 
0.366 0.242 0.322 -------- 

Grain average, [mm2] 
~1.70 ~0.32 ~0.61 ~0.008 
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An Overview on Recent Advances in Understanding Early Stages of 

Solidification 

Fan, Zhongyun 

Keywords: solidification, prenucleationheterogeneous nucleation, grain refinement 

Abstract 

Solidification of single phase alloys occurs in a number of distinctive stages during the cooling 

process. For isothermal solidification these may include prenucleation (atomic ordering in the liquid 

adjacent to the liquid/substrate interface), heterogeneous nucleation, grain initiation, spherical 

growth, morphological instability, dendritic growth and particle impingement. Here we define early 

stages of solidification as the process between prenucleation and the point of morphological 

instability. Since the majority of the most of the historic research has been concentrated on dendritic 

growth, our current understanding on early stages of solidification has been very limited albeit it 

contributes dominantly to the formation of the final solidified microstructure. In the recent years 

BCAST has been devoting its research efforts to understand the early stages of solidification and has 

made good progress. In this paper we offer an overview of the recent advances in understanding early 

stages solidification, grain initiation and their effect on grain refinement. 

 

Heterogeneous Nucleation by Structural Templating 

H. Men, Z. Fan 

Keywords: Interface, nucleation, MD simulation 

Abstract 

It has been recently realized that atomic ordering in the liquid adjacent to the substrate (i.e., 

prenucleation) has a significant implication on the subsequent heterogeneous nucleation process. In 

this paper, we report an atomistic mechanism of the heterogeneous nucleation through structural 

templating. Using molecular dynamics (MD) simulation, we investigated the process of 

heterogeneous nucleation in the system of liquid Al and fcc substrates with <111> surface orientation 

and varied lattice misfit (between the substrate and the corresponding solid phase). We used the EAM 

potential for Al, developed by Zope and Mishin to model the interatomic interactions. Our study 

revealed that the solid clusters in the ordered structure continue the lattice of surface layer of the 

substrate in either fcc or hcp stacking sequence, namely structure templating. During the nucleation 

process, solid clusters in the 2nd interfacial layer merge to form the new phase at the nucleation 

temperature. Simultaneously, the Shockley partial dislocations with predominant screw component 

were generated between the 1st and 2nd interfacial layers in the new phase, leading to a twist of the 

new phase relative to the substrate. The generation of the partial screw dislocations accounts for the 

major part of the nucleation barrier. In this study, for the first time we revealed the process of the 

heterogeneous nucleation at atomic level through a mechanism of structural templating. This 

mechanism would be generally applicable to other substrates with varied structures and chemistry. 
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Heterogeneous nucleation on oxide in Al alloys 

Feng Wang, Zhongyun Fan 

Keywords: Al alloy, oxide, heterogeneous nucleation, TEM, grain refinement 

 

Abstract 

The heterogeneous nucleation on native oxide particles in commercial-purity Al alloys has been 

investigated by analytical electron microscopy assisted with melt filtration and focused ion beam 

sample preparation techniques. The crystallographic features including the crystal structure and 

exposed broad plane has been determined using selected area diffraction pattern and high resolution 

transmission electron microscopy combined with electron energy loss spectroscopy. In addition, the 

orientation relationship and the corresponding interface between the oxide particles and Al grains 

have also been determined. Furthermore, the potency of the oxide as nucleation substrate for Al grain 

has been evaluated by calculating the lattice misfit between the oxide particles and Al grains. Based 

on the experimental results and theoretical calculation, the role of oxide particles in grain refinement 

of Al -alloys has been discussed. 

 

A novel grain refiner for effective grain refinement Al-alloys 

Z.P. Que, Y. Wang, Z. Fan 

Keywords: α-Al, TiB2, de-poisoning, heterogeneous nucleation 

Abstract 

Al-Ti-B based grain refiners have been used successfully for grain refinement of Al-alloys for many 

decades, but the exact mechanisms for grain refinement was attributed only recently to the formation 

of (112) 2-diemensional compound (2DC) on (0001) TiB2 surface. However, when the Al alloys 

contain alloying elements, such as Zr, Cr and Si, the Al-5Ti-1B grain refiner is no longer effective 

due to the poisoning effect of such elements. In this study, a novel grain refiner was developed to 

overcome such shortcomings of the traditional Al-5Ti-1B grain refiner. The new grain refiner has 

been tested with commercial purity (CP) Al and various Al alloys, including those containing Zr 

and/or Si. The segregation of Ni and Si on the (0001) TiB2 surface was identified by extensive 

examinations of the TiB2/Al interface using state-of-the-art highresolution transmission electron 

microscopy (HRTEM) and aberration (Cs)-corrected scanning transmission electron microscopy 

(STEM). In this paper we report the preparation of the novel grain refiner, chemical composition and 

crystal structure of the segregated layer and the detailed mechanisms for heterogeneous nucleation. 
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Segregation of Ca at the Mg/MgO interface and its effect on grain refinement 

Shihao Wang, Yun Wang, Quentin Ramasse, Zhongyun Fan 

Keywords: MgO, Mg, solidification, grain refinement, adsorption, STEM, EELS. 

Abstract 

Recently, native MgO particles were reported to be potential nucleation substrates for grain 

refinement of Mg and Mg alloys, even though it shows that MgO has high lattice misfit with Mg 

matrix (8.01%). Previous studies showed that many factors, such as size, size distribution, number 

density, cooling rate and alloy compositions, may affect the performance of native MgO particles for 

grain refinement. In addition, recent studies on modifying MgO surface showed evidence of Zr 

segregation on MgO{111} resulting in a significant reduction of lattice misfit. Similarly, addition of 

Ca has been shown to improve grain refinement. In this work, we employ Scanning Electron 

Microscope (SEM), Conventional Transmission Electron Microscope (TEM) equipped with Energy 

Dispersive X-ray (EDX) detector and Super TEM with Electron Energy Loss Spectroscopy (EELS) 

to study the segregation of Ca at the Mg/MgO interface in Mg-Ca alloys with varying Ca contents. 

Our results show that there is a distinguished layer around MgO particles on both {111} and {001} 

planes. Specifically, EDS and EELS analysis suggests that this interfacial layer contains Al, N and 

Ca, with only serval layers with thickness around 1nm. However, this layer was not observed in CP 

Mg. In this paper, we report the nature of the Ca-rich layer at the Mg/MgO interface and its effect on 

grain refinement. 

 

Effect of agglomeration of potent nucleant particles on grain size in the as-cast 

microstructure 

F. Gao, Z Fan 

Abstract 

Predicting grain size of the solidified microstructure is of both scientific and technological 

importance. The current models for predicting grain size of isothermally solidified microstructures 

assume that the total number of grains in the solidified microstructure equals to the number of grains 

initiated at the temperature of recalescence. We have confirmed that the predicted grain size is 

significantly smaller than the ones determined by experiments. In this work, we have numerically 

simulated the solidification processes of Al-alloys containing potent nucleant particles. We found that 

the discrepancy between theoretical prediction and experimental results is caused by the following 

two mechanisms: (1) particles that have satisfied free growth criterion will not initiate grains if they 

are located within the diffusion field of a growing solid particle. This has led to the concept of grain 

initiation free zone (GIFZ); and (2) a smaller initiated grain located in the diffusion field of a larger 

solid particle will re-melt back into the liquid. We developed a new numerical model for grain size 

prediction by taking these two mechanisms into full consideration. The potent nucleant particles are 

assumed to have a log-normal size distribution, and the agglomeration of nucleant particles is 

quantified by the mean of particle distance. The results from the numerical model suggest that 

agglomeration of potent nucleant particles plays a very important role in prediction of grain size when 

the GIFZ is considered; the re-melting after grain initiation can affect the grain size but only in very 

limited effect. 
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Effect of surface roughness on prenucleation 

B. Jiang, H. Men, Z. Fan 

Keywords: Interface,MD simulation, surface roughness, atomic ordering 

Abstract 

Prenucleation refers to the phenomenon of significant atomic ordering in the liquid adjacent to a 

crystalline solid substrate, and is expected to have a significant impact on the subsequent 

heterogeneous nucleation process. In this work, atomic ordering in the liquid adjacent to both 

crystalline and amorphous substrates with atomic level surface roughness was investigated 

systematically using molecular dynamics (MD) simulations. We artificially constructed atomic-level 

rough surfaces for both crystalline and amorphous substrates with varied surface roughness. The RGL 

potential was used in the simulation. We use the NVT ensemble, periodic boundary conditions in 3-

dimensions and a time step of 1fs. We found for the first time that increasing surface roughness of a 

crystalline substrate reduces both atomic layering and in-plane atomic ordering in the metallic liquid 

adjacent to the liquid/substrate interface. In addition, our MD simulation results revealed that the 

rough surface of an amorphous substrate eliminates completely in-plane ordering in the liquid 

regardless of surface roughness and reduces/eliminates atomic layering in the liquid depending on 

the level of surface roughness. This reduced atomic ordering in the liquid adjacent to an atomically 

rough surface can be attributed to the increase in mobility of atoms in the liquid compared with the 

case with a smooth crystalline surface. From the point of view of heterogeneous nucleation, in 

addition to the effect of lattice misfit investigated in our previous studies, this work provides further 

confirmation of the importance of structural templating as a mechanism for both prenucleation and 

heterogeneous nucleation. Furthermore, this work offers a new approach to impede heterogeneous 

nucleation by roughening the substrate surface at the atomic level. 

 

Removal of oxide skin from molten aluminum surface 

Zoltán Kéri, György Kaptay 

Keywords: alumina, aluminum, liquid aluminum surface oxidation, liquid salt metal treatment, 
aluminum matrix composite 

Abstract 

Aluminum has an excellent mechanical properties and it is produced in large quantities worldwide. 

Aluminum matrix composites (AMC’s) becomes more important to casting technology in recent 

years. The extensive use of aluminum makes it possible to meet the requirements for castings in the 

field of composite material development. Aluminum matrix composites are better in abrasion 

resistance and thermomechanical properties compared to aluminum alloys without significant weight 

gain. Based on our preliminary investigations, it was found that the oxide skin on the melt surface 

deteriorates the inlet efficiency of the particles (ex-situ) and, if necessary prevent it. The formed oxide 

layer can cover and wrapping the reinforcing phase to be applied. The particle encapsulated in the 

oxide may appear as an inclusion in the casting. The article describes the formation of the oxide layer 

on the molten aluminum surface depending on time and temperatur. The aggregate of equimolar 

NaCl-KCl salt was used to remove oxide skin on molten aluminum surface. The test was carried out 

between 700-780°C. 
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An alternative approach for the experimental verification of microsegregation 

models using an in-situ hot tensile test during solidification of steel 
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Abstract. The presented paper deals with the development of an alternative approach for the 

experimental verification of microsegregation models with the potential extension to advanced steel 

grades using an in-situ hot tensile test. Based on experimental results for more than 100 plain carbon 

steels, the presented method is generally evaluated using a 1D-FV solidification algorithm and a 

modified microsegregation model as suggested by Ohnaka [1,2]. The study shows that slight 

modifications of the input parameters for the microsegregation model show significant influence on 

the predicted results. The high sensibility makes it possible, to clearly identify the influence of 

alloying elements on the final part of solidification.  

Introduction 

In continuous casting of steel the exact calculation of non-equilibrium solidification and solute 

enrichments on microscopic scale is an essential part of a successful process control. Particularly the 

implementation of concepts with respect to industry 4.0, adjustment of soft reduction and optimized 

cooling strategies requires an accurate prediction of the shell formation and the final solidification 

point. In the past decades various analytical and numerical microsegregation models have been 

published in literature [2-8]. Coupling the calculations with high precise thermodynamic databases is 

a powerful way to investigate solidification phenomena also for advanced steel grades.  

The experimental verification of microsegregation models with respect to steel can be generally 

divided into two methods: Directly the composition along the dendritic microstructure subsequently 

to a controlled solidification process can be measured using Electron Microprobe Analysis [6,8]. 

Since carbon and other elements show quite high diffusivity in iron, results for steels are conditionally 

usable. Within the indirect way the common hot tensile test [9,10] is applied: After complete 

remelting, the test sample is cooled down to a given temperature and the tensile strength and hot 

ductility are measured. Based on the temperature dependent results, the Zero Strength Temperature 

(ZST) and Zero Ductility Temperature (ZDT) of the investigated steel grade can be determined 

assuming correlated fractions of solid. However, it is quite challenging to guarantee defined 

experimental conditions and literature information is limited to just a few plain carbon steels. 

The objective of this work is to develop and critically evaluate an alternative approach for the 

experimental verification of microsegregation models with a possible application also to advanced 

steel grades. Several advantages of the present in-situ method are:  

• Controlled heat transfer and temperature evolution,  

• Defined columnar dendritic growth,  

• The possibility of an accurate numerical calculation of the solidification progress and 

• Conditions close to continuous casting of steel. 

Experimental and numerical approach  

In the past decades the Submerged-Split-Chill-Tensile (SSCT) equipment, originally developed 

at EPF Lausanne [11] has been successfully applied for the characterization of hot tear sensitivity of 

various steel grades at the Chair of Ferrous Metallurgy at Leoben [12]. As a “co-product” it is possible 
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to correlate the position of the formed hot tears during the experiment with simulation results for the 

solidus isotherm in order to validate microsegregation models on laboratory scale. The experimental 

procedure should be described here only briefly, detailed information can be found elsewhere [13].  

In-situ hot tensile test (SSCT-test). The cylindrical test body is made of construction steel and 

consists of an upper and a lower part. Two thermocouples of type k are placed 2 mm beneath the 

surface of the lower part to measure the temperature and to determine the heatflux during the 

experiment. In general the SSCT-test procedure can be divided into four stages, Figure 3 [13]:  

• The test body is placed above the liquid steel at stage I. The melt is prepared in an induction 

furnace with a capacity of 25 kg.  

• During stage II the test body is submerged into the liquid steel with a velocity of 1.2 m/min and 

shell growth proceeds for a specified period of time.  

• At stage III the actual tensile test starts: The lower part moves down with a given velocity 

(corresponds to a given strain rate) and a predefined total strain is induced into the solidifying 

shell. If the strain exceeds critical values, hot tear segregations (HTS) will be formed during the 

experiment.  

• After the tensile test has finished the test body is lifted out of the melt during stage IV, whereby 

the velocity is identical to submerging. After the specimen is cooled down to room temperature 

the solidified shell is cut into 16 samples for the metallographic investigations. 

 
Figure 3. Different experimental stages of the SSCT-test [13] 

Correlation of hot tear statistics and numerical simulation. The principle of correlating the 

metallographic results with the numerical simulation of the experiment is shown in Figure 4. A typical 

Low Carbon (LC) steel grade is taken as an example. 

Metallographic analysis and hot tear statistics: The samples are etched with Bechet-Beaujard 

solution [14] to visualize present HTS. Within the microscopic analysis the position of HTS with 

respect to the test body surface as well as the shell thickness is measured Figure 4 (a). The statistical 

analysis of the HTS position gives the frequency maxima of start and end of HTS in the sample. In 

case of the LC steel most of the HTS start to form at a distance of 6.18 mm from surface and end at 

7.01 mm Figure 4 (b). Since HTS only occur if the solidifying shell is mechanically loaded, the 

maxima correspond to the start and end of the tensile test, respectively. Under the assumption that 

HTS form within a preferred temperature range very close to solidus temperature (fs = 0.96 - 1) [15] 

two points for the solidus isotherm (6.18mm/18s and 7.01mm/23s) are obtained. The measured shell 

thickness after the SSCT-test is 10.62 ± 0.37 mm and generally corresponds to a calculated fraction 

of solid fs = 0.2 (10.62mm/25s). Hence, three points are available to accurately reconstruct the shell 

growth during the SSCT-experiment and to evaluate the calculated non-equilibrium solidus isotherm 

as illustrated in Figure 4 (c). Regarding microsegregation models for advanced steel grades (e.g. 

coupling with thermodynamic databases) it is perhaps necessary to perform the tensile test under 

different experimental conditions (solidification time or testing time), subsequently one gets even 

more points for a fixed chemical composition and reproducibility is guaranteed.  

Solidification simulation and microsegregation evaluation: An in-house 1D-FV solidification 

model is used to calculate the shell growth during the SSCT-test, Figure 4 (c). Input parameters for 
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the simulation are the superheat of the melt (typically 20-30°C) and the determined heatflux based on 

the measured temperature. For the general evaluation of the present approach the semi-integrated 

form of Ohnaka’s equation according to You et al. [1] is implemented to predict the microsegregation 

during solidification. Note that the used microsegregation model [16] is a “stand-alone” version and 

therefore not as high sophisticated as the model of You et al. [1]. The advantage of the semi-integrated 

form is the possibility to use local partition coefficients dependent on temperature or solute 

enrichment. An additional tool of the software enables the plot of various temperature profiles to 

determine the “measured” solidus isotherm. In case of the LC steel the results of solidus temperatures 

from the SSCT experiment are 1492 °C and 1489 °C. Finally, the “measured” temperature is 

1490.5±2°C which is in very good agreement with the calculated one using the semi-integrated 

Ohnaka equation [1] (1491.7 °C).           

 
Figure 4. Principle of determining the solidus temperature from SSCT-test: (a) 

metallographic examination, (b) hot tear statistics and (c) correlating metallographic results 
with the solidification simulation 

Results and discussion 

The previous explained procedure for the LC steel grade was applied for more than 100 plain 

carbon steels. Composition ranges of the investigated steel grades are listed in Table 3.    

 

Table 3. Composition ranges of investigated steel grades 

C [wt%] Si [wt%] Mn [wt%] P [ppm] S [ppm] 

0.02-1.05 0.01-0.36 0.08-2.01 20-260 20-230 

Within the first analysis the partition coefficients ki as proposed by Ueshima et al. [6] were used 

to perform the microsegregation calculations. As can be seen in Figure 5 the predicted solidus 

temperature of LC and Medium Carbon (MC) steels is generally too high (10-15°C) compared to the 

“measured” temperature. In order to improve the microsegregation model the partition coefficients 
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were slightly modified by extracting the values for ki from the FSStel2015 database using the 

thermodynamic software FactSage [18]. In austenite the concept of a local partition coefficient for 

carbon is applied to define the value dependent on the carbon enrichment cl(C) itself (Table 4). 

Although this procedure is not the conservative way to couple the microsegregation model with a 

thermodynamic database as suggested by You et al. [1], it is a simple and fast possibility to adjust the 

model and also to visualize the benefit of using newly assessed databases.  

 

Table 4. Equilibrium partition coefficients ki used for the microsegregation calculations 

 
C Si Mn P S 

δ 
(FSStel2015) [-] 0.17 0.70 0.70 0.32 0.04 

(Ueshima et al.) 0.19 0.77 0.76 0.23 0.05 

γ 
(FSStel2015) 

0.295+0.057cl(C) 

-0.005cl(C)2 
0.83 0.70 0.16 0.02 

(Ueshima et al.) 0.34 0.52 0.78 0.13 0.035 

 

By repeating the microsegregation calculations with the coefficients from FSStel2015 [17] 

significantly better results can be obtained due to the optimized segregation description of the alloying 

elements. In case of LC steel grades the deviations are smaller than 5 °C. Obviously the segregation 

of carbon was underestimated using the coefficients from Ueshima et al. [6]. Since the concentration 

Phosphorus, Sulphur and Manganese of the investigated MC alloys is in a wide range, the 

improvement is not as clear as for the LC steel grades. The extension of local partition coefficients to 

all alloying elements would definitely enhance the results. Although, a better agreement between 

measurements and calculations can be found particularly at lower solidus temperatures the accurate 

description and further development of thermodynamic data for strong segregating elements (e.g. 

Phosphorus) is of high importance. This topic is part of recent research at the Chair of Ferrous 

Metallurgy at Leoben.           

 

 
Figure 5. Evaluation of calculated solidus temperature for Low Carbon and Medium 

Carbon steels 

The investigation of High Carbon (HC) and Ultra High Carbon (UHC) steel grades gives promising 

results and confirms the present approach to adjust microsegregation models based on the SSCT-test: 

High Carbon (HC) and Ultra High Carbon (UHC) steels with carbon concentrations between 0.5-1 

wt% solidify in pure austenitic microstructure and carbon is the dominating alloying element. Due to 

the high initial concentration and the reduced diffusivity at lower temperatures, typical carbon 
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enrichment can exceed 3wt% in the interdendritic liquid. As a consequence the accuracy of the 

microsegregation calculation is mainly defined by the carbon segregation description. Inserting the 

mentioned concentration into the equation for kC (Table 4) gives a local partition coefficient of 0.42 

close to the end of solidification. Figure 6 shows the comparison of the predicted and “measured” 

solidus temperatures. The prediction of higher carbon segregation tendency based on the fixed carbon 

coefficient (kC=0.34) leads to a deviation of nearly 80 °C (!) whereas the prediction with adjusted 

microsegregation model shows only small differences to the experimental solidus temperature. This 

observation further indicates that already the calculation of low alloyed UHC steels requires a (partial) 

consideration of precise thermodynamic data (e.g. partition coefficients).   

 
Figure 6. Evaluation of calculated solidus temperature for High Carbon and Ultra High 

Carbon steels 

Summary and outlook 

First evaluations of a microsegregation model using the Submerged-Split-Chil-Tensile (SSCT)-

test showed quite promising results. Within the analysis of more than 100 plain carbon steels, it was 

observed, that already slight modifications of input parameters can improve the predicted solidus 

temperature. As an example the partition coefficients of the alloying elements were adjusted 

according to the FSStel2015 [17] database. Particularly in case of High Carbon and Ultra High 

Carbon steel, the concept of an optimized local partition coefficient for carbon leads to a significant 

better agreement with the experimental results.  

Future research on this topic aims to extend the present method to advanced steel grades and 

couple the microsegregation models with high precise thermodynamic databases. The development 

and investigation of thermodynamic databases for microsegregation calculations is part of a further 

work package within the project (Presoly, P.:“High concentrations at the final solidification of 

advanced steels: Thermodynamic evaluation of replicated “segregation-samples” by means of 

DTA/DSC-measurements”).   
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Abstract. An analysis of the thermal gradient field has been employed in a simplified description of 

both columnar and equiaxed structures creation in a large static steel ingot. It allowed to select a zone 

in which columnar into equiaxed structure transformation (CET) is expected. It is shown that the CET 

- zone is formed when the thermal gradient becomes temporarily constant. Subsequently, the method 

of mathematical interpretation of some functions resulting from the temperature field has been applied 

to structural zones prediction in the brass ingots obtained by the continuous casting. Both the velocity 

of liquidus isotherm movement and thermal gradient changes versus distance from the liquid brass 

meniscus are considered. The simulations were performed for two rates of the brass ingot passage 

down through the imposed crystallizer. The method of the mathematical predictions of the structural 

zones appearance is able to reproduce all the morphologies evinced in the brass ingot produced in the 

industrial condition. Two ingots: the first containing the columnar structure and the second evincing 

the equiaxed structure were subjected to pole figures measurement to estimate how many slip systems 

could be available while imposing further plastic deformation. 

Introduction 

The structural modifications and in particular the C E→  (columnar into equiaxed structure) 

transition (CET) in solidifying alloys have already been described analytically to a high degree, [1]. 

This analytical description has been developed and supported by some numerical simulations which 

allow to localize the CET along the ingot radius or within a certain period of the ingots solidification 

time, [2,3,4,5,6,7,8,9].  

Some of the numerical simulations are associated with the static ingot solidification and resultant 

prediction of the CET appearance, [2,4,6,8]. Other models try to predict the different structures 

formation during continuous casting of steel ingot, [3,5,7].  

The simulations of the temperature field and the resultant mathematical prediction of the CET in 

the continuously cast brass ingot are connected with the analysis of hard particles motion, [9]. 

However, this model does not consider the effect of the pulling rate changes on the structural zones 

displacement. Therefore, the current simulation attempts to show how the pulling rate of the ingot 

decides on the appearance / localization of some structural transitions in the brass ingot.  

The present study is based on the innovative mathematical method for the prediction of different 

structures formation. It is conceived that the proposed method for the structural zones formation /  

localization could be complementary to the mentioned numerical simulations, [2,3,4,5,6,7,8]. Thus, 

it can be applied in order to correct / modify the mentioned predictions of the CET localizations, 

[1,2,3,4,5,6,7,8]. The proposed method for the structural zones localization in the brass ingot is 

preceded by the similar forecast for the CET occurrence in the large static steel ingot. The method 

employs the analysis of some properties of function (yielding from the numerically simulated 

temperature- or thermal gradient field) as a tool to determine the CET occurrence. 
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Prediction of the CET situation in a large static steel ingot 

The initial simulation for the static steel solidification was performed with the use of the MAGMA 

program available at the Computer Center Kom-Odlew, Kraków – Poland, [10], next supported by 

the calculation with the application of the ABAQUS program available at the Computer Center of the 

AGH–University of Science and Technology, Kraków – Poland, [11].  

The conversion of the obtained temperature field into the thermal gradient field allows to reveal 

that the thermal gradient becomes temporarily constant when the CET occurs, Fig. 1. 

 

              
 

Figure 1. Thermal gradient evolution in solidification time for the 15 tons static steel ingot: a/ mold 

thickness equal to 0.1 m; b/ mold thickness equal to 1.0 m; R

Ct - beginning of the columnar structure 

disappearance, and the beginning of the equiaxed structure appearance, R

Et  - completion of the 

columnar structure disappearance, and the beginning of the equiaxed structure exclusive formation.  

 

The G  - thermal gradients are steep for the C – columnar structure formation, and moderate for 

the E – equiaxed structure appearance, Fig. 1. 

Structural zones localization in the continuously cast brass ingot 

The simulation of both the temperature field and thermal gradient field were performed on the 

basis of the following equation formulated for the cylindrical system of co-ordination: 
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bc - specific heat of brass; efc - effective heat; L - latent heat of solidifying alloy; r - current radius of 

the solidifying ingot; , ,r z - co-ordinates; t - time; T - temperature; 
LT - liquidus temperature; 

ST - 

solidus temperature;  - thermal conductivity;  - density of brass.  

 

The simulations of heat transfer performed with the application of Eq. (1) allow to analyze the 

temperature field for the solidifying brass ingot. Consequentially, different functions like: behavior 

of the solidus and liquidus isotherms along the ingot radius or along the distance from the liquid brass 

meniscus can be subjected to the detailed mathematical interpretation for the pulling rates equal to 90 

mm/min, Fig. 2, and to 250 mm/min, Fig. 3. Crystallizer height was assumed as equal to 0.8 m. 
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As a result, the following structural transformations are selected: CCFCT – chilled columnar into 

fine columnar structure transition, FCCT – fine columnar into columnar structure transition, CET – 

columnar into equiaxed structure transition, ESCT – equiaxed structure into single crystal transition. 

 

 
Figure 2a. Liquidus, and solidus isotherms situation in the map: ingot radius – distance from 

meniscus; CCFCT – at the point of inflection, FCCT – at the point (segment) of inflection, CET – 

within the range defined by the tangent, ESCT – at the beginning of linear part. 

 

 
Figure 2b. Liquidus, and solidus isotherms situation in the map: ingot radius – solidification time; 

CCFCT – at the point of inflection, FCCT – at the point (segment) of inflection, CET – within the 

range defined by the tangent, ESCT – at the beginning of linear part. 
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Figure. 2c. Velocity of the liquidus isotherm movement versus distance from meniscus; CCFCT – at 

the cusp of function, FCCT – within the .v const  - range, just before the beginning of the linear part, 

the CET – beginning at the end of the linear part, ESCT – at the beginning of linear part. 

 
Figure 3a. Liquidus, and solidus isotherms situation in the map: ingot radius – distance from 

meniscus; CET – within the range defined by the tangent. 

 

 
Figure 3b. Liquidus, and solidus isotherms localization in the map: ingot radius – solidification time; 

CET – within the range defined by the tangent. 
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Figure 3c. Velocity of the liquidus isotherm movement versus distance from meniscus; CCFCT – at 

the cusp of function, FCCT – within the .v const  - range, just before the beginning of the linear part, 

the CET – beginning at the end of the linear part, ESCT – at the beginning of linear part. 

Additionally, an evolution of the thermal gradients for both pulling rates is shown in Fig. 4. 

 

       
Figure 4. Evolution of the thermal gradient for the pulling rate equal to: a/ 90 mm/min, b/ 250 

mm/min; CCFCT – at the end of linear part, FCCT – within the range defined by the tangent, CET – 

within the range defined by the point of inflection, ESCT – at the beginning of the linear part. 

 

All the mathematically supposed structural transitions, Fig. 2, Fig. 3, and Fig.4, are well visible in 

the sections of the continuously cast brass ingot as produced in the industrial conditions, Fig. 5. 

                 
 

Figure 5. Structural zones as revealed on: a/ longitudinal section; b/ cross-section of the brass ingot. 
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Additionally, some pole figures were measured for two samples: the first containing the columnar 

structure and the second revealing the equiaxed structure only, Fig. 6. 

 

 
 

Figure 6. Examples of the 200 - pole figures as measured for ingots containing: a/ columnar structure; 

b/ equiaxed structure; RD – rolling direction, TD – transfer direction. 

Concluding remarks 

The thermal gradient is constant when the CET appears in the static ingot, Fig, 1. However, the 

CET appears sooner when the mold thickness is greater, Fig. 1b. So, the greater possibility of heat 

accumulation by the mold, the sooner CET appears. 

The current mathematical prediction of structural transformations in an ingot seems informative 

and is able to reproduce all the structural zones visible in the continuously cast brass ingot, Fig. 5.  

The brass ingot solidification is completed inside the crystallizer for the pulling rate equal to 90 

mm/min, Fig. 2c. The brass ingot solidification is completed during the ingot’s contact with air for 

the pulling rate equal to 250 mm/min, Fig. 3c.  

The CET appears sooner when the pulling rate is equal to 90 mm/min, Fig. 2a, Fig. 2b, Fig. 2c and 

later when the pulling rate is equal to 250 mmm/min, Fig. 3a, Fig. 3b, Fig 3c. Other transitions 

(CCFCT, FCCT, ESCT) occur in the same manner in the relation to both imposed pulling rates. 

The plastic deformation of the ingot containing columnar structure will be more difficult since 

limited numbers of the slip systems are available in this kind of ingot, Fig. 6a, whereas this limitation 

does not exist in the ingot containing the equiaxed structure (randomly oriented grains), Fig. 6b.  
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Abstract. New demanding steel grades, complex and high alloyed grades show strong segregations 

during the final solidification. The validity of the used thermodynamic equilibrium data is essential 

for the calculation of the non-equilibrium solidus temperature, the solidification simulation (process 

control in continuous casting of steel, adjustment of soft reduction…) and also the prediction of non-

metallic inclusion formation. However, it is still unclear whether the used thermodynamic data are 

valid for high concentrations at final stage of solidification. 

In order to verify the results of the microsegregation calculation and the validity of the used database, 

small laboratory melts were produced from these calculated concentrations and DTA/DSC 

measurements were performed to determine the equilibrium liquidus temperature. First results show 

good correlations between calculations and “measured segregation” for low alloyed steel grades. For 

high alloyed Mn-steels (Mn >6wt.-%) the performed investigations show clear deviations (TLiquid  

>10°C) at higher fraction of solid (fs). This approach of evaluating microsegregation models by using 

replicated “segregation-samples”, the thermal analysis and the determination of the equilibrium 

temperatures seems to be a promising method.  

Introduction and Motivation 

Coupling thermodynamic databases with microsegregation and solidification models allows to 

perform the local equilibria calculation at each calculation step. Nowadays, modern steel databases 

(CALPHAD method) enable quite accurate calculation for the transformation temperatures of high 

alloyed new steels, such as e.g. Mn-steels, Dual Phase-steels, TRIP and TWIP grades. In this study 

an in-house developed ChemApp (FactSage) based microsegregation model (You, D. [1, 2]) is used, 

which can use different thermodynamic databases (FactSage, SGTE, private). At initial stage of 

solidification the use of different thermodynamic databases leads to similar predictions of 

temperatures and phase transformations. However, at high solid fraction the final result varies with 

the databases since the solute concentration often exceeds the validity range.  

Fig. 1 (left) illustrates a microprobe plot analysis of a model alloy with a composition similar to a 

common TRIP steel grade (without micro alloying elements). The Mn-plot clearly visualizes primary 

and secondary dendrite structures drawn by high Mn enrichments (from 2 to 6 wt.-% Mn ~ factor 3x). 

As in the present study the investigation of manganese is of interest a typical medium-Mn steel grade 

with 6 wt.-%Mn was chosen. For such medium and high alloyed grades, situations with quite high 

solute enrichments can occur, which exceed the range of validity of the used thermodynamic 

database. Every thermodynamic database (e.g. for Fe-, Ni-, Al-based alloy) is optimized for one 

corner where the influence of the other alloying elements is taken into account. The extrapolation of 

different specialized databases is quite challenging. 

 As visualized in Fig. 1 (right), it leads to areas, where no individual database is actually valid. 

Even though these are still no high-entropy alloys (HEAs), high concentrations at the final 

solidification of advanced steels may correspond to these unknown areas (still Fe-based alloys). 

 

mailto:peter.presoly@unileoben.ac.at


139 

 
Figure 1. Microprobe analysis to visualize the concentration distributions (left [1]) and  

situation of different specialized thermodynamic databases (right [3]). 

 

Microsegregation calculation of a medium-Mn steel grade by ChemApp 

A microsegregation model with local partition coefficients and temperature-dependent diffusion 

coefficients based on the model of Ohnaka [4] is proposed. In this model, multicomponent alloy 

effects and precipitations are considered, and the peritectic reaction can be indicated using the 

thermodynamic library ChemApp, visualized in Fig. 2 [1]. ChemApp is a software developed by GTT 

Technologies, Herzogenrath, Germany to perform thermodynamic equilibrium calculations.  The 

secondary dendrite arm spacing is estimated by the local solidification time and initial carbon content. 

The full model was validated by comparing the results to calculations of other models and measured 

data [2].  

The selected steel is a medium-Mn grade, with a chemical composition of Fe - 0.05%C – 0.3%Si 

– 6.7%Mn – 0.08%Al (identical to the work of [5]) and also with 0.005%P and 0.005%S (all wt.-%) 

which are typical values of trace elements for technical alloys. The calculation results, based on the 

thermodynamic database FSstel (FSstel53) from FactSage 7.0, are visualized in Fig. 2 and the 

chemical analyses for 4 interesting solidification stages are compiled in Tab. 1. 

 

 

 
Figure 2. Schematic of the microsegregation model. 
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Figure 3. Results of the microsegregation calculation. 

 

Table 1: Chemical composition of the initial concentration and the microsegregation calculation  

of the investigated medium-Mn steel grade. 

 

 

 

 

 

 

 

 

 

 The results shown in Fig. 3 are based on a cooling rate of 1 K/s. At first the temperature of the 

interdendritic melt versus the fraction of solid (fs) is shown and then the concentration profiles of all 

elements in the residual liquid dependent on fs are plotted. All elements except aluminum show strong 

positive segregations. The decreasing sulphur concentration close to the end of solidification can be 

attributed to MnS formation. The last 20% of solidification (fs= 0.8 to 1) are of particular interest, as 

in this region: Hot tear segregations [6], nonmetallic inclusion (e.g. MnS, oxides, nitrides) and 

primary carbide formation can occur. In order to verify the results of the microsegregation calculation 

and the validity of the used database, the concentration enrichments of selected steels were calculated 

at fs= 0.8, fs= 0.9 and fs= 0.97, summarized in Table 1. 

Medium-Mn 
steel grade 

alloying elements in wt.-%,  rest Fe 

 
name of the 

sample 

C Si Mn P S Al 

initial concentration 0.05 0.3 6.7 0.005 0.005 0.08 

fr
a
c
ti
o
n
 o

f 
s
o
lid

 

fs= 0.80 0.133 0.61 9.83 0.015 0.023 0.059 Med-Mn_80 

fs= 0.90 0.160 0.77 11.50 0.023 0.043 0.056 Med-Mn_90 

fs= 0.97 0.186 1.01 14.40 0.038 0.080 0.054 Med-Mn_97 

fs= 1.00 0.201 1.24 18.33 0.055 0.065 0.053 - 
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Test Program – experimental work  

Laboratory melts (Med-Mn_80 /_90 / _97) were produced from these calculated concentrations 

by means of inductive melting and centrifugal spin-casting in an alumina crucible under argon 

protection atmosphere, visualized in Fig. 4 (left). The replicated “segregation-samples”, which are 

homogeneous in concentration due to the rapid solidification, were chemically analyzed (optical 

emission spectrometer and RFA) and small samples were produced. As the “segregation-samples” 

contain high amounts of manganese, which tends to evaporate and contaminate the sensitive platinum 

DSC sensors, a special “protective DTA” method [7] with closed crucibles was used to guarantee 

secured measurements without Mn-contamination of the Pt-thermocouples, visualized in Fig. 4 

(right). Using a new sample for each experiment a heating rate variation (5-10-15 K/min) was 

performed in order to determine the equilibrium liquidus temperature with a reverse calculation to 0 

K/min, visualized in Fig. 5. The good linear correlation of the liquidus peak with the different heating 

rates is an important quality criterion to confirm that no uncontrolled manganese evaporation takes 

place. 

 

 
Figure 4. Alloy production and DTA-sensor. 

 

 

 
Figure 5. DTA measurements and equilibrium calculation. 
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The measured liquidus temperatures were compared with the calculated solidification 

temperatures at corresponding solid fractions (fs). Investigations of the first alloy (Med-Mn_80) show 

quite good correlation with the calculated temperature for fs= 0.8, with a deviation of only 

-5.2°C. With increasing solid fraction and concentrations, the deviation becomes higher, compiled in 

Fig. 6. The deviation of more than -10°C for TLiquid at the highest alloyed sample is significant, since 

normally the liquidus temperature can be calculated very accurately. This observation indicates that 

the used database gradually becomes invalid. The dash-dotted line in Fig. 6 shows a possible path of 

the temperature of the interdendritic melt versus the fraction of solid (fs), whereat the situation for 

the last 3% of residual melt is still unclear (even higher deviations of -20°C might be possible). 

 

 
Figure 6. Experimental results versus calculated. 

 

Summary and outlook 

The present methodology of evaluating microsegregation calculation by using replicated 

“segregation-samples”, the thermal analysis and the determination of the equilibrium temperatures 

seems to be a promising approach, not only for Fe-basis alloys. Especially for high alloyed grades, 

the range of validity of the used thermodynamic database can be exceed. If a higher deviation is 

observed, the microsegregation and also the solidification calculation seem to be inaccurate. The use 

of validated, or even individual optimized thermodynamic databases, as already proposed [8], is of 

highest importance – especially for new materials. 

However, the presented method is limited and focuses only on the database, so no statements can 

be made about the algorithm and the parameters of the microsegregation model or its used diffusion 

data. This means that the transformation temperatures for the calculated compositions can be checked, 

but not whether the calculated concentrations really correspond to reality. 
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A promising method to evaluate microsegregation models is presented by Bernhard M. entitled:  

“An alternative approach for the experimental verification of microsegregation models using an in-

situ hot tensile test”. 
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Abstract. Molten steel is conducted through the submerged entry nozzle (SEN) into the mold during 

the continuous casting process. Accretion inside the SEN, called clogging, is one of the major 

problems in continuous casting of steel. In addition to the mechanisms of attachment of de-oxidation 

and re-oxidation products (Al2O3 particles) on the SEN wall, chemical reactions of the melt with the 

refractory material of SEN, precipitation of alumina, etc., solidification of the steel melt on the SEN 

wall is also considered as a possible mechanism for clogging. A transient model considering two-way 

coupling between clog growth (due to particle deposition) and fluid flow is upgraded to a non-

isothermal model; solidification of steel during the SEN clogging in continuous casting is 

investigated. The results show that solidification would not occur in a SEN if the molten steel has 

sufficient superheat and it flows with relatively high speed through the SEN. In contrast, clogging 

promotes the solidification inside the clog.  

Introduction 

Clogging of submerged entry nozzle (SEN) is a problematic phenomenon in steel continuous 

casting. As the molten steel is conducted through the SEN into the continuous casting machine, the 

flow path in SEN may be gradually blocked, resulting in various casting defects or operation 

disruptions. In Fig. 1(a), a schematic representation of SEN and clogging in steel continuous casting 

is presented. Clogging leads to decreased productivity of the casting, low quality of the final product, 

and enhanced costs. The mechanisms of clogging can be summarized in five categories: (1) 

attachment of de-oxidation and re-oxidation products on the SEN wall [1-3]; (2) thermochemical 

reactions in the melt at the SEN wall leading to in-situ formation of oxide products [4,5]; (3) negative 

pressure drawing oxygen through the SEN refractory pores into the inner SEN wall and reaction of 

oxygen with the steel melt to form oxides [6]; (4) temperature drop of the melt leading to lower 

solubility of oxygen in the steel melt and resulting in precipitation of alumina at SEN-steel interface 

[7,8]; and (5) possible solidification of the steel melt on the SEN wall [9,10].  

The last mechanism, i.e. solidification of steel on the SEN wall, cannot be counted as a main 

mechanism, but it may promote the clogging. If the melt superheat is low, and the heat loss from the 

SEN wall is high, the steel may freeze on the SEN wall. Rackers and Thomas [9] stated that clogging 

material is a porous network of alumina (built up alumina particles). This alumina network 

individually is very weak and could be easily broken by the touch of finger. However, when an 

alumina network forms on the SEN wall, the solidified steel in the pores reinforces the whole clogging 

region. Therefore, the clogging material can withstand against the melt flow and cannot be washed 

away by the flow drag force. It is also concluded that solidification within the SEN will increase 

clogging rate. The practical evidence in steel plant [10] showed that increasing SEN preheating 

temperature reduces the deposition within SEN. It means that SEN preheating prevents or postpones 

solidification of steel within the clogging material. Therefore, the performance of the SEN is 

improved. Moreover, post-mortem microscopic analysis of clogging materials always shows 

solidified steel filling clog networks [11]. However, it is not clarified that the solidification of steel 
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has occurred during the casting process or the steel inside the clogging material was liquid and has 

solidified after sampling.  

Theoretically, it is difficult to imagine that solidification would occur in a SEN because the steel 

melt temperature is around 15-20 °C higher than the liquidus temperature of the steel alloy and the 

flow velocity is ~ 1 m/s. The current work is a preliminary numerical study to find the answer of the 

main question: can solidification occur and lead to clogging in SEN? 

Model 

A transient model for clogging has been developed by the current authors [12]. The original model 

is for isothermal conditions including different steps of clogging: transport of the particles to the wall; 

interactions between wall, fluid, and particles; growth of clogging material (also named clog) due to 

the particle deposition. In this model, clog is considered as a porous medium made of alumina network 

and steel melt fills the network pores. In the current study, the model is upgraded to a non-isothermal 

model and solidification of steel in the clog is considered. An enthalpy based solidification model of 

mixture continuum is implemented.   

( ) ( ) ( )
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 and T  are density, enthalpy, velocity, and temperature, respectively.   stands for 

thermal conductivity. L  is latent heat of solidification and sf  is the volume fraction of solid steel in 

a control volume. In Eq. 1, mixture values of quantities are considered. A control volume comprises 

three components: liquid, solid, and particle. Therefore, 

1ps =++ fff  .          (2) 

In the clogging model [12], a drag force of the clog on the melt flow is applied. It is assumed that 

the clog is a porous medium with open pores. So, the source term of clogging materials in the 

momentum and turbulence equations is defined as 

( )
( )( )

 2

pore

n

clog

3/1

pp

p

3/1

p

 clog,
11

108

D

f

ff

ff
S

−−

−
= ,       (3) 

where pf  is the average particle volume fraction; poreD  is the diameter of pores; ppclog fff =  is 

volume fraction of clog in a control volume; and n is an interpolation correction power.  

By implementation of solidification, the drag of the solidifying mushy zone on the melt has to be 

considered as well. Hence, a corresponding source term is defined for the mushy zone. 
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where 1  is the primary dendrite arm spacing. In Eq. 3 and Eq. 4,   can be velocity, kinetic 

turbulence energy, and its dissipation rate. 

The applied source term is an average of the clog and the solidification terms according to the 

particle volume fraction ( pf ), 

( )   tion,solidificap clog,p 1 SfSfS −+= .        (5) 

Clogging and solidification in a vertical tube relating to the SEN size is simulated. For the sake of 

calculation time, 2D axisymmetric conditions are considered, as shown in Fig. 1(b). The dimensions, 

boundary conditions, and physical properties of materials are summarized in Table 1. The heat 

transfer coefficient of wall is an efficient value including heat conduction through SEN wall (with 

~50 mm thickness) and heat convection by air on the outer side of the SEN. 
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Figure 1. (a) Schematic presentation of continuous casting machine, (b) 2D-axisymmetric domain 

and boundary conditions used in the current simulation. 

 

Table 1. The dimensions, boundary conditions, and physical properties of materials 
Dimensions of domain 

  Radius  

  Height  

 

20 mm 

60 mm 

Physical properties 
  Steel 

     Density 

     Viscosity  

     Specific heat 
     Thermal conductivity 

     Liquidus temperature 

     Solidus Temperature 
     Latent heat 
  Alumina 

     Density 

     Specific heat 
     Thermal conductivity 
  Particle diameter 

  pf  

  poreD  

 
 

7020 kg/m3 

0.0052 kg/(m.s) 

700 J/(Kg.K) 
26 W/(m.K) 

1807 K 

1780 K 
243 kJ/kg 
 

3700 kg/m3 

880 J/(Kg.K) 
35 W/(m.K) 
10 µm 
 

0.55 
 

20 µm 

Boundary conditions 

  Inlet 

     Velocity 
     Temperature 

     Turbulence kinetic energy 

     Specific dissipation rate (ω) 
     Particle mass injection rate 
  Outlet 

     Pressure-outlet 
  Wall 

     No-slip 
     Heat transfer coefficient  

     Free stream temperature 

 

 

0.85 m/s 
1822 K 

0.00078 m2/s2 

175.76 1/s 
0.0374 kg/s 

 

- 
 

- 

100 W/(m2.K) 

300 K 

 

The turbulent flow is calculated by the shear stress transport (SST) k-ω model using commercial 

CFD code ANSYS-FLUENT. Particle tracking is performed by Discrete Phase Model (DPM). User-

defined functions (UDFs) are used for considering the particle deposition, the clog growth, and the 

melt solidification.  

Results and Discussion 

The steady state temperature and velocity profiles along a horizontal line, when the no clogging 

occurs, are shown in Fig. 2. This result shows that temperature drop near the wall is about 4 K; the 

wall temperature is still 11 K above the liquidus temperature. Since the flow velocity is high enough 

to wash the cold melt close to the wall, solidification never happens on the SEN wall.  
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Figure 2. Steady state temperature (a) and velocity (b) profiles along AA line shown in Fig. 1(b). 

 

In the practical conditions of continuous casting, clogging may happen after several hours. 

Therefore, simulation of real conditions is not feasible due to the too long calculation time for 

clogging. To overcome this problem, an exaggerated number of particles is injected in the 

computational domain to see the clog growth in a shorter time. Hence, the clog growth rate in the 

current simulation is faster than that in reality. A rough estimation shows that the real injection rate 

of alumina particles would be around 8.15×10-5 kg/s (particle diameter is 10 µm). In the current 

simulation, the particle injection rate is set to 0.0374 kg/s.  

In Fig. 3, the evolution of clogging is depicted. On the top row, the flow and temperature fields 

are shown. The thick and thin solid lines represent the clog front and the liquidus isoline of the melt, 

respectively. On the bottom row, the solid fraction is illustrated. Note that in the clog, the average 

volume fraction of particle (
pf ) is 0.55. According to Eq. 2, the maximum value of sf  can be 0.45, 

when all of the steel melt in a control volume solidified. The results show that the clog grows from 

the wall due to the continuous deposition of particles. The clog growth changes the flow field; 

consequently, the convective heat transfer by the fluid flow is changed. Therefore, the temperature 

field is adjusted by the clog growth. Due to the very low velocity of the melt in the pores of the clog, 

the temperature in this region decreases.  

After 30, the temperature in the clog is still higher than liquidus temperature. At 40 s, a layer of 

steel solidifies in the clog. In Fig. 3, the liquidus temperature actually indicates the position of 

solidification front, considered in the simulation. At 50 s, the clog thickness increases significantly; 

therefore, a noticeable solidified metal shell forms in the clog. The results at 40 and 50 s declare that 

there always is a gap between the clog front and the solidification front (liquidus temperature). One 

can conclude that solidification during clogging is a consequence of weak melt flow in the clog pores. 

However, solidification in SEN cannot promote the clog growth because the clog front always is in a 

temperature close to the bulk temperature and far from the liquidus temperature.  

As demonstrated in [12] and as can be seen in Fig. 3, clogging starts with covering of the nozzle 

wall by deposition of the particles (20 and 30 s). The growth of the clog front is not smooth. After a 

while, some bulges grow at different positions (40 and 50 s). Finally, bulges turn into branches. By 

impingement of the branches, the flow passage is blocked (this step is not shown in Fig. 3). When the 

bulges form on the clog front, the melt flow through the bulges is weakened. Therefore, the heating 

of the clog front by melt flow decreases. In this case (like 50 s), solidification front can be closer to 

the clog front than when the clog front is almost smooth (like 30 s).  
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Figure 3. Evolution of clogging and its interaction with solidification. The temperature and flow 

fields are shown on the top row and the solid fraction of steel is indicated on the bottom row. The 

thick and thin solid lines represent the clog front and liquidus isoline (indicating solidification front), 

respectively. 

Conclusions 

A transient model considering two-way coupling between clog growth (due to particle deposition) 

and fluid flow is upgraded to a non-isothermal model. Solidification of steel during the SEN clogging 

in continuous casting is investigated.  

• Before initiation of clogging, solidification of steel on the SEN wall is not possible due to 

the high velocity and high superheat of the melt in the SEN.  

• Clogging promotes the solidification inside the clog. 
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Abstract. The presence of inclusions such as oxides, carbides or refractory particles can be harmful 

to the mechanical and surface characteristics of castings. Inclusion-rich metals result in lower fluidity 

and feeding capability during casting. Nowadays, solid fluxes are widely used in foundries in order 

to reduce the inclusion content of aluminium melts. In this study, the effect of four different fluxes 

on the melt quality was studied. First, the inclusion content of the flux-treated melt, and then the 

properties of the fluxes (i.e. chemical composition and melting temperature) were examined. 

Introduction 

Inclusions are discontinuities of the material which are non-metallic or sometimes intermetallic 

phases embedded in a metallic matrix [1]. Inclusions can occur in the form of solid particles, films or 

liquid droplets in the molten alloys [2]. The quantity and type of inclusions in the melt are determined 

by the quality of charge and alloying materials, as well as the melting and melt handling processes. 

The most common inclusions in aluminium alloys are non-metallic compounds: oxides, nitrides, 

carbides, and borides. Inclusions can be observed in the form of single particles, clusters and 

agglomerates [3]. Inclusions reduce mechanical properties by detracting from the effective cross-

sectional area when stress is applied and because of the concentration of stresses at the inclusion 

interface. Inclusions in the melt can negatively influence melt fluidity and prevent interdendritic 

feeding [4]. 

Flux treatment usually consists of the addition of a solid blend of inorganic compounds to the melt. 

These compounds may perform several functions, such as the removal of non-metallic impurities 

from the melt, the protection of the melt surface or the refinement and/or degassing of the molten 

alloy [5]. The effect of fluxes is determined by their chemical composition, morphology, added 

quantity, as well as the temperature of the melt and the method of flux addition. It is important that 

the compounds in the fluxes should be able to form low-melting high-fluidity mixtures at working 

temperature [6]. Generally, the base flux components can be classified into four major groups based 

on their primary influence on the mixture: chlorides, fluorides, solvents of aluminium oxides and 

oxidizing compounds. Chlorides are mostly used for their fluidizing effects, but they can also be used 

as fillers and carriers. Fluoride salts act as surfactants and wet the interface between the inclusions 

and the liquid metal. Therefore, fluoride salts promote inclusion separation and metal coalescence. 

Oxidizing compounds are used to accelerate exothermic chemical reactions, which stimulate the 

coalescence of larger aluminium droplets trapped in the dross. Thus, the recovery of useful metal is 

facilitated. On the other hand, the heat released during the reactions promotes the interfacial reactions 

between the molten flux and the inclusions in the melt [5, 6]. 

In this study, the effects of different fluxes on the inclusion content of an aluminium alloy melt 

were compared. In order to find the reason for differences in melt cleaning efficiency, the chemical 

composition and thermal properties of the flux blends were investigated. 
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Experimental Procedure 

Melt treatments consisting of rotary degassing with N2 gas and flux addition were executed on an 

Al-7Si-0.4Mg-0.5Cu alloy melt using four different fluxes (A, B, C and D). Each flux was used in 8 

treatment cycles. The quantity of metal treated in one cycle was approximately 1 ton. The metal was 

melted in a stack smelter then transported by a transport ladle to a resistance heated holding furnace 

where the melt treatments were performed (Fig. 1). In each case, the melt was poured onto a lesser 

quantity of melt (ca. 200 kg) which remained in the holding furnace from the previous cycle. The 

treatment parameters and the quantity of flux added (400 g) were the same in each cycle. The N2 gas 

flow rate was 20 L/min; the rotor revolution was 500 RPM during vortex formation and 250 RPM in 

the degassing phase. The treatment time was 10 minutes in each case. The molten metal temperature 

in the holding furnace was maintained between 740 oC and 750 oC. 

 

Figure 1. The stages of melt preparation: a) pouring from melting furnace, b) melt transport to 

holding furnace, and c) melt processing 

The inclusion content of the melts treated with different fluxes was investigated by the evaluation 

of K-mould samples, which were prepared in a gravity die called K-mould. The sample itself is a flat 

plate with four notches that act as fracture points. The fracture surface of samples can be examined 

either by visual inspection or with a microscope. Based on the number of inclusions, a K-value can 

be determined which can be used for the quantitative characterization of the melt purity (Eq. 1). 

 

K =
S

n
           (1) 

 

where K is the K-mould value, n is the number of examined samples, and S is the total number of 

inclusions found in n pieces [4]. The effect of different fluxes on the melt purity was evaluated using 

the comparison of the K-values determined before and after the melt treatments. The percentage of 

change in K-values (ΔK [%]) was calculated using Eq. 2. 

 

∆K =
K2−K1

K1
∙ 100          (2) 

 

where K1 is the K-value determined before the melt treatment and K2 is the K-value determined after 

the melt treatment. During each melt preparation, K-mould samples were cast 3 times; the number of 

samples cast at once was 5. During the investigated 32 cycles (8 cycle/flux blend), 480 K-mould 

samples were cast. The fracture surface of K-mould samples was inspected with a stereomicroscope 

at a magnification of 25X. The inclusions found on the fracture surfaces were examined with scanning 

electron microscope (SEM) combined with energy dispersive X-ray spectroscopy (EDS analysis). In 

each case, the first K-mould samples were prepared from the melt in the transport ladle. After the 

melt was poured into the holding furnace and the produced wet dross was removed, another series of 
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K-mould samples were prepared. The third series of samples were cast after skimming, following the 

fluxing and degassing treatment. 

The elemental composition of the fluxes was examined with EDS analysis. The thermal properties 

of the fluxes were investigated with derivatographic measurements. The derivatograph is capable of 

performing differential thermal analysis (DTA) and thermogravimetric (TG) measurements on the 

same sample at the same time. During the investigations, a MOM Derivatograph-C apparatus was 

used with a platinum crucible, the rate of heating was 10 oC/min, the maximum temperature of the 

measurement was 1000 oC. α-Al2O3 was used as reference material, the mass of each flux samples 

was 150 mg. 

Results and Discussion 

Inclusion Analysis. The average K-values of the melts at the different stages of melt 

preparation can be observed in Fig. 2.  

 

Figure 2. Average K-values at the different stages of melt preparation 

It can be seen that the melts had different inclusion contents even in the transport ladle which was 

the result of the differences in the quality of charge materials. In each case, the melt in the transport 

ladle was poured onto a small quantity of melt remaining in the holding furnace from the previous 

cycle. Thus, the inclusion content of the melt was influenced by the quality of the residual melt. This 

way, the applied flux blends had an indirect effect on the average K-values of the melts even before 

the treatments were carried out. The average ΔK values for each flux blends are illustrated in Fig. 3.  

 

Figure 3. The average change in K-values (ΔK) 

The treatments executed with flux C were the most effective in reducing the K-values and flux B 

was the second most efficient. Flux blend A had the poorest results. The melt treatments performed 

with flux A resulted in the increased inclusion content of the melt, which caused a positive change in 

the average K-value. An example of inclusions found during the examination of K-mould samples 

can be seen in Fig. 4.  
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Figure 4. Inclusion found on a fracture surface of a K-mould specimen: a) microscopic and b) SEM 

image 

In most cases, creased film-like inclusions were found on the fracture surfaces. Based on the EDS 

analysis, in most cases, the inclusions had significant oxygen and nitrogen content. Therefore, the 

inclusions found are probably nonmetallic compounds like Al2O3, AlN and MgO∙Al2O3. 

Properties of Fluxes. The elemental composition of fluxes measured with energy dispersive X-

ray spectrometer (EDS) and the SEM images of flux grains are shown in Fig. 5. The compositions 

presented were measured on the surface area of the flux grains. Elemental composition values of flux 

D presented in Fig. 5. were measured in case of three different grain. 

 

Figure 5. The SEM images and elemental composition of flux grains 

Elemental composition measurements on different flux grains were executed in case of flux A, B and 

C. It was found, that the measured composition values are almost identical. Therefore, the flux grains 

have consistent chemical composition. As it can be seen in Fig. 5., the grains of flux D have 

significantly different composition values, which is a common attribute of powder fluxes according 

to the literature [6]. The inhomogeneity of the chemical composition of flux D could be the main 

reason for the lower ΔK values and thus the lower efficiency of melt cleaning. 

The measured elemental composition values can be used to predict the quality and quantity of basic 

flux components like chlorides, fluorides and oxidizing compounds. Based on the chlorine and 

sodium content of flux A, the grains mainly consist of NaCl. During the analysis there was no 

detectable amount of fluorine in the grains, therefore probably there are no fluorides in flux A. The 
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absence of fluorides could be one of the reasons for the inefficiency of this flux regarding inclusion 

removal. Based on the fluorine and oxygen content of flux B, the flux is relatively richer in fluorides 

and oxidizing compounds. Flux C contains the highest amount of oxidizing compounds, but the 

fluorine and thus the fluoride content of this flux is significantly lower than in the case of flux B. By 

the comparison of the measured K-values and the elemental composition of fluxes it can be concluded 

that the more effective fluxes (B and C) contain reactive components (like oxidizing compounds and 

fluorides) at higher concentration values and their grains have consistent chemical composition. 

As it can be seen in Fig. 5. the grain sizes of flux A and D is significantly smaller than the other two 

fluxes since they are powder fluxes while flux B and C are granular. According to R. Gallo and D. 

Neff [6], granular fluxes are more efficient regarding melt cleaning because of the consistency of their 

chemical composition. This statement is in agreement with the results of the present study. 

 With the aid of derivatographic measurements, the melting temperature of fluxes can be determined, 

which is an important property that significantly influences the melt cleaning efficiency. The 

evaluation process of the measured data is described via the analysis of DTA, TG and DTG curves 

recorded during the investigation of flux C (Fig. 6). The DTA curve represents the temperature 

difference between the inert reference material and the flux sample during heating. Negative peaks 

on the DTA curve indicate endothermic reactions while positive peaks are the signs of exothermic 

reactions. The TG curve gives information about the percentage of the mass change of the flux 

sample. The DTG curve is the first derivative of the TG curve with respect to temperature.  

 

Figure 6. The derivatographic curves of flux C 

In order to find the melting temperature of the flux, the temperature values where strongly 

endothermic reactions occur according to the DTA curve, but no mass-change can be observed on the 

DTG curve should be identified. In case of flux C, two significantly endothermic reactions with no 

mass-change can be identified. The first one is around 510 oC and the second one is around 615 oC. 

The results indicate that the melting process of this flux starts at 510 oC, and the melting of another 

phase with higher melting temperature takes place at 615 oC. 

With the aid of the evaluation process described above the melting temperature of each flux has been 

determined. Then, the temperature values were compared with the average change in K-values (ΔK) 

in order to find a relationship between the melt cleaning efficiency and the melting temperatures of 

the fluxes (Fig. 7).  
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Figure 7. The comparison of melt cleaning efficiency and the melting temperature of fluxes 

Based on Fig. 7, it can be stated that in the case of the four fluxes investigated, the fluxes with lower 

melting temperature were more efficient regarding inclusion removal. According to O. Majidi et al. 

[7], the melt cleaning efficiency is dependent on the fluidity of molten fluxes. Since the viscosity of 

molten fluxes is temperature dependent, at a constant temperature the viscosity of molten fluxes with 

lower melting temperature is lower and their fluidity is better. During melt treatment, the molten 

fluxes with better fluidity can be dispersed more evenly in the molten metal which results in better 

melt cleaning efficiency. The described statement is in agreement with the results of the present study. 

Flux A has the highest melting temperature which is actually higher than the maintained melt 

temperature (740-750 oC), therefore the grains of flux A could not melt during melt processing. Since 

the flux grains were in solid state after addition, they were not capable of exposing any inclusion 

removing action, moreover, they contributed to the degradation of the melt quality via the entrainment 

of the surface oxide film of the melt during flux addition, which resulted in higher K-values. The 

main reason for the high melting temperature of flux A could be its chemical composition, i. e. its 

high NaCl content (see Fig. 5).  

Summary 

From the results of the present study, it can be concluded that the melt cleaning efficiency of different 

fluxes is highly dependent on their chemical composition, morphology and melting temperature. 

Based on the results of K-mould tests, flux C was the most effective in inclusion removal. The more 

effective fluxes (like B and C) are granular, contain oxidizing compounds and fluorides at higher 

concentration values, their grains have a consistent chemical composition and they have significantly 

lower melting temperature than the temperature of the treated molten alloy. 
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Pressure driven undercooling at solidification of hypoeutectic cast iron 
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Abstract 

Shape casting of hypoeutectic cast iron develop a columnar and an equiaxed zone under solidification. 

The primary austenite in the columnar zone develop a container like domain delimiting the molding 

material from the internal zone of the solidification domain. Inside the container the primary phase 

develops as equiaxed crystals and fill the domain with a coherent solid network. The primary austenite 

precipitation followed by the eutectic reaction and graphite precipitation develops at different time in 

the columnar and equaxed domain. The graphite precipitation in the columnar zone prior to the 

graphite precipitation in the eutectic zone makes cast iron different from other technical alloys 

without any phase expansion. The present work aims to study the influence of graphite precipitation 

on the volume change of the container like domain and consequently the pressure state inside the 

container during solidification. 

 

Fabrication and properties of magnesium matrix composite obtain using 

thixomolding technology 
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Abstract 

Magnesium injection molding technology was used to obtain Mg base composites. AZ91 chips were 

mixed with 5 %wt. of β-SiC nanoparticles in solid state and next fed to the cylinder of injection 

molding machine (ex situ method). Using screw rotation granules were transferred to nozzle area at 

simultaneous intensive mixing of slurry containing reinforcement phases. Injection process was 

conducted at 595˚C, which correspond about 90% liquid phase to steel die. Detailed characterization 

of microstructure were conducted using SEM and TEM microscopes. Composites microstructure 

consist of α(Mg) globular grains with size of 20-50 μm and volume of 7-10% surrounded by fine 

eutectic mixture (α(Mg) + β-Mg17Al12). Additionally TEM-BF image showed in the matrix β-SiC 

nanoparticles with size of 20-50 nm. Applying various combinations of mixture gases and alloying 

elements feed during the process leads to formation of phases which reinforcement of AZ91 matrix 

(in situ). Hardness and compression strength of AZ91 nano-composites increased. 
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Abstract. Nonuniform solute distribution at the scale of the cast product is referred to as 

macrosegregation. This is a common defect observed in direct chill (DC) casting of aluminium alloys. 

Transport mechanisms such as solidification shrinkage induced flow, thermal-solutal convection and 

equiaxed grain motion contribute to this defect. Casting parameters, including but not restricted to 

inlet melt flow, affect macrosegregation formation by modifying the flow pattern. Recently, a 

simplified three-phase, multiscale solidification model accounting for above mentioned transport 

mechanisms has been published. In this study, the model is used to study the 3D macrosegregation 

formation of zinc in a sheet ingot during DC casting process of Al-8.375wt%Zn alloy. The impact of 

inlet flow and its interaction with the transport of the globular and dendritic equiaxed grains, 

eventually leading to macrosegregation formation is analyzed. We show that we can modify 

macrosegregation formation in 3D by modifying the inlet flow and that such modification is linked 

to grain morphology.  

Introduction 

Macrosegregation is caused by various transport mechanisms during DC casting process of 

aluminium alloys [1]. Several numerical and experimental studies were conducted to understand the 

formation of macrosegregation and it is commonly believed that equiaxed grain settling is a major 

cause of negative segregation (solute content lower than nominal value) at the center of the ingot. 

Suppressing the settling could theoretically eliminate negative segregation [2]. Wagstaff and Allanore 

[2] experimentally observed for an Al-4.5wt%Cu alloy in a sheet ingot that a moderate inlet jet 

suppressed grain settling and resulted in elimination of negative segregation.  

Recently Pakanati et al. [3] conducted numerical study to understand the interaction between inlet 

jet and the transport of equiaxed grains. They used a simplified three-phase equiaxed grain growth 

model proposed by Tveito et al. [4]. Pakanati et al. [3] proposed that it is easier to suspend dendritic 

grains and showed numerically that macrosegregation can be modified by varying the inlet jet in the 

case of billets. 

The goal of this paper is to extend the numerical study conducted on billets [3] to sheet ingots. We 

investigate the interaction of inlet melt flow with both globular and dendritic grains and the resulting 

impact on macrosegregation formation in sheet ingot. Since flow pattern in sheet ingots is three 

dimensional, we conduct this study using 3D models. To perform this study we use the model 

proposed by Tveito et al. [4].  

Numerical Model 

The simplified three-phase, multiscale numerical model [4] is an extension of the two-phase 

solidification model proposed by Založnik and Combeau [5] which is based on the volume averaging 

method [6]. For a detailed description of the model the reader is referred to these articles. Only the 

main model features are described here.  
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The Euler-Euler volume-averaged model considers macroscopic transport and microscopic 

growth. The macroscopic transport accounts for solute and heat transport coupled to mass and 

momentum conservation equations accounting for thermal-solutal convection and grain motion. For 

the sake of simplicity, solidification shrinkage is not accounted for by considering equal and constant 

densities in solid and liquid phases. Boussinesq approximation is used for the liquid density in 

buoyancy term.  For the solid phase, two flow regimes are considered depending on the envelope 

fraction (𝑔𝑒𝑛𝑣)[7]. 

For envelope fractions lower than a packing fraction (𝑔𝑝𝑎𝑐𝑘) the solid (equiaxed grains) is freely 

floating. The interfacial drag is modeled in the same manner as in Ref. [8] for spherical particles but 

by considering the envelope fraction instead of the solid fraction. The measure of grain morphology 

can be obtained by taking the ratio of the solid fraction and the envelope fraction, called as the internal 

solid fraction: 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 = 𝑔𝑠/𝑔𝑒𝑛𝑣. The grain is globular as the 𝑔𝑖𝑛𝑡𝑒𝑟𝑛  approaches 1 and is dendritic if 

𝑔𝑖𝑛𝑡𝑒𝑟𝑛 ≪ 1. For envelope fractions greater than packing fractions, grains are assumed to form a rigid 

porous solid matrix moving with the casting velocity, 𝑉⃗ 𝑐𝑎𝑠𝑡  in this regime. The interfacial drag now 

is modeled by a Darcy term, where the permeability (K) is calculated from the Kozeny Carman 

relation for the character size, 𝑙𝐾𝐶  Measure of grain morphology is given by internal solid fraction 

(𝑔𝑖𝑛𝑡𝑒𝑟𝑛). A globular morphology corresponds to internal solid fraction values close to 1, whereas 

dendritic morphology is associated with low internal solid fraction. A Low Rayleigh number (LRN) 

turbulent energy-dissipation (k‐∈) model is used to address the turbulence problem.  

The microscopic part is treated locally within each control volume and accounts for both 

nucleation and growth kinetics. Nucleation of grains is assumed to occur on grain-refiner (inoculant) 

particles. According to the athermal nucleation theory of Greer and co-workers [9], the critical 

undercooling for free growth of a grain on an inoculant particle of diameter d is given by ∆𝑇c =
4𝛤𝐺𝑇/𝑑 where 𝛤𝐺𝑇  is the Gibbs-Thompson coefficient. The number of activated particles then depends 

on the size distribution of the particle population, which can be represented by an exponential 

distribution density function. This representation holds for the largest particles, which are activated 

at small undercoolings and therefore successful as nuclei. This size distribution is then discretized 

into m classes of inoculants. Each class i is represented by a volumetric population density 𝑁𝑛𝑢𝑐
𝑖  and 

a critical undercooling ∆𝑇𝑐
𝑖 . When the local undercooling reaches the critical undercooling of class i, 

its local inoculant density, 𝑁𝑛𝑢𝑐
𝑖 , is instantaneously added to the grain density, 𝑁𝑔, and 𝑁𝑛𝑢𝑐

𝑖   becomes 

locally zero. The model accounts for finite diffusion in both solid and liquid phases and local thermal 

equilibrium is assumed. 

Process Model 

In this work, we use the DC cast geometry used by Založnik et al. [10]. The geometry with 

dimensions is represented in Figure. 1a. Due to symmetry, we consider only a quarter of the ingot 

marked in red. We consider two types of inlet: a simplified open inlet where liquid metal enters the 

domain from the top surface (Figure. 1b) and an inlet with a vertical jet directed towards the center 

of the ingot (Figure. 1c). The vertical jet is achieved by constricting the inlet to a 30 mm x 30 mm 

area (marked in black in Figure. 1b). The liquid metal is assumed to enter at casting temperature 

𝑇𝑐𝑎𝑠𝑡, nominal solute concentration 𝐶𝑜  and inoculant density 𝑁nuc
𝑖 . The inlet velocity is calculated 

based on mass balance. The solidified metal leaves the domain from outlet at the bottom (blue arrow) 

at predefined casting speed 𝑉𝑐𝑎𝑠𝑡 of 60 mm/min.  
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Heat extraction accounts for primary and secondary cooling mechanisms and both are modelled 

with a Fourier condition. Primary cooling further consists of three regions: meniscus, mold and air 

gap. The secondary cooling heat transfer coefficient is modelled by the correlation given by 

Weckmann and Niessen [11]. A binary Al-8.375%Zn alloy is used, similar to Založnik et al. [10] 

emulating the AA7449 alloy. The thermal and physical properties (including packing fraction 0.3) 

are also obtained from Ref  [10]. The inoculation data is taken from Ref [3].  

The transport equations are solved with a Finite Volume Method and the SIMPLE-algorithm for 

staggered grid is used for pressure-velocity coupling. The convective terms are discretized with a 

first-order upwind scheme and for time discretization a fully implicit first-order scheme is used. For 

all simulations a structured grid of 524,288 cells (NxNyNz = 32128128) is employed. A constant 

time step of 5 ms is used and the calculations are run until steady state is reached.      

 

Table 1. Simulation Cases 

 

Driving Mechanisms Grain Growth Model Inlet 

Globular Dendritic 

Grain Motion + Thermal-Solutal 

onvection 

Case 1a Case 1b Simplified Open Inlet 

(Figure. 1b) 

Grain Motion + Thermal-Solutal 

onvection + Forced Convection  

Case 2a Case 2b Vertical Inlet Inlet 

(Figure. 1c) 

 

 

 
 

 

Figure. 1.  a) The full isometric view of the sheet ingot. Symmetry axis is represented by dashed lines. The quarter 

of the ingot considered in the simulation is marked in red, b) Inlet with vertical jet and c) Simplified open inlet 
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Results and Discussion 

A total of 4 cases based on the inlet and grain growth model are considered. They are summarized 

in Table 1. In Case 1, we simplify the inlet and assume liquid metal enters from the whole top domain. 

This case is subdivided into a and b. For Case 1a, we impose a globular morphology for the equiaxed 

grains, while for Case 1b, we consider a dendritic morphology. In Case 2, we consider the liquid 

metal to enter through a small opening resulting in a vertical jet directed towards the center of the 

ingot. This case is similarly divided into a and b, imposing globular and simulating dendritic 

morphology respectively. All the cases account for the same transport mechanisms: equiaxed grain 

motion and thermal-solutal convection. In addition to these, in Case 2 we also have forced convection 

due to the inlet jet. The resulting relative macrosegregation contour plots for all the cases are shown 

in Figure 2 and Figure 3. A 2D illustration of the macrosegregation contour in the symmetric x-y 

plane for all cases is shown in Figure 2. These are over plotted with relative liquid velocity vectors 

(𝑣 𝑙 − 𝑉⃗ 𝑐𝑎𝑠𝑡).  The quarter section of the ingot for each case along the horizontal x-z plane is presented 

in Figure 3. It can be represented as macrosegregation contour map for the entire ingot, with each 

quarter section showing the effect of inlet flow or grain morphology or both.  

Figure 2a  shows the macrosegregation formation and the corresponding liquid flow loop for Case 

1a. Melt cooling results in a clockwise thermal flow loop and it is reinforced by the solutal flow loop 

as Zn is heavier than Al[10]. The settling of heavy and solute lean globular grains is towards the 

center of the ingot, which also results in clockwise flow loop. Combination of these two effects results 

in reduced settling velocities between the solid and liquid phase. The macrosegregation formation 

towards the center of the ingot is weakly positive due to this[3,10]. A similar flow loop can be 

observed in Case 1b as shown in Figure 2b. But the segregation at the center is strongly positive and 

this is attributed to the presence of dendritic grains with 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 value of ~0.5. Unlike globular grains 

(Case 1a), the dendritic grains (Case 1b) carry less solid mass due to settling. Since grains are solute 

depleted, the amount of depletion observed due to a dendritic grain is lower than the depletion 

observed due to a globular grain. Also, dendritic grains are loosely packed and have high permeability 

[4]. This promotes the intragranular liquid flow due to thermal-solutal convection. Hence, dendritic 

 

 

 

Figure 2. Relative macrosegregation fields and isolines of envelope fraction overplotted with vectors of liquid 

relative velocity (𝑣 𝑙 − 𝑉⃗ 𝑐𝑎𝑠𝑡) in the vertical x-y plane for all the cases. The symmetry axes is along the left vertical 

edge. The relative macrosegregation color scale is also shown in the far right.  
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morphology has significant influence on the grain motion and its subsequent impact on 

macrosegregation formation resulting in a more positive segregation at the center of the ingot for 

Case 1b. We can also observe the macrosegregation contour maps along the x-z plane for Case 1a 

(left corner) and Case 1b (right corner) in Figure 3. For Case 1a, we can spot gradually increasing 

positive segregation as we move along the ingot width, with maximum positive segregation at the 

center of the ingot, indicated by the blue circle. This indicates the influence of ingot width on 

macrosegregation formation and emphasizes the necessity of 3D simulation.  

 Figure 2c and Figure 2d show a deeper mushy zone due to the presence of inlet jet for Case 2a 

and 2b. It is also interesting to note that solutal stratification due to grain sedimentation (observed in 

Case 1a and Case 1b) is not observed in these cases. The equiaxed grains are resuspended or pushed 

away from the center of the ingot. Macrosegregation formation for Case 2a and 2b can be further 

described by considering the x-z plane as shown in Figure 3.  We can notice the relative 

macrosegregation contour plot for Case 2a in the bottom left corner in Figure 3. At the center of the 

ingot, along its width and thickness (represented by the red circle) we can observe severe negative 

segregation. This can be attributed to the inlet jet washing away the solute elements along the inclined 

mushy zone, a phenomena previously reported experimentally by Zhang et al. [12] and numerically 

by Pakanati et al. [3]. The same depletion is also observed in Case 2b, also represented by the red 

circle. When we compare Case 2a and 2b, we can see that the magnitude of macrosegregation is quite 

different for the same type of inlet. Especially along the ingot width, a large region of positive 

segregation is observed for Case 2b, due to the presence of dendritic grains, as discussed in previous 

paragraph.   

Comparing Case 1a and 2a, we can study the impact of inlet flow for the same morphology 

(globular). In contrast to the observation in Case 1a, maximum positive segregation is observed away 

from the center but along the ingot width for Case 2a, also marked by blue circle. The inlet jet results 

in a flow loop which pushes the grains and corresponding stratified solute elements away from the 

center along the ingot width. This shows the important interaction of inlet jet with equiaxed grains. 

In the Case 2b, the grain motion effect is less dominant due to the presence of dendritic grains. Hence, 

we see a stronger positive segregation along the ingot width, like in Case 1b.  

When compared with an open inlet, usage of inlet vertical jet results in strong modification of 

macrosegregation formation in its vicinity and to an extent in other parts of the ingot. The extent of 

modification also depends on the morphology of the equiaxed grains.  

Conclusions 

We have investigated macrosegregation formation in an industrial sized DC cast sheet ingot using 

3D models. To do this, we used a simplified multiphase multiscale solidification model accounting 

for thermal-solutal convection and equiaxed grain motion. We have managed to modify 

macrosegregation formation by accounting for inlet melt flow. We also investigated the importance 

of equiaxed grain morphology and its interaction with inlet melt flow on macrosegregation formation.  

 

Figure 3. Relative macrosegregation contour plots along the horizontal x-z plane for Cases 1a, 1b, 2a and 2b. Only 

quarter ingot plots are shown for each case. The relative macrosegregation color scale is also shown. 
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Subsequent work will focus on providing a deeper understanding of the complex 3D flow pattern 

of solid and liquid phases and its corresponding effect on macrosegregation formation. Shrinkage 

induced flow which is ignored in this work also needs to be included in future studies.   
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Abstract. The continuous casting of steel with mold electromagnetic (EM) stirring is solved in three 

dimensions with local radial basis function collocation meshless method (LRBFCM). The effect of 

periodic changing of EM stirring direction on temperature and velocity fields is studied and compared 

to the case with only one stirring direction. A comprehensive physical model describing the process 

is approximated with a set of coupled partial differential equations obtained from the mixture 

continuum model and takes into account an incompressible turbulent fluid flow, energy transfer, 

electromagnetic field and solidification.  The Boussinesq approximation is used to account for the 

buoyancy effects in the melt, the lever rule is applied to describe the solidification and the Darcy limit 

is applied for the mushy zone. The method is applied on 7-noded local influence domains with 

multiquadric radial basis functions, whereas the pressure-velocity coupling is based on the fractional 

step method. The magnetic field is calculated with Elmer code. The numerical simulations show how 

the stirring direction and other EM parameters effect the strand temperature, velocity and the shape 

of the solidified shell.  

Introduction 

The mould electromagnetic (EM) stirring applied in the continuous casting (CC) [1,2] process 

(Fig.1) has been proven to successfully diminish the number of  pin and blow holes, reduce the 

macrosegergation in the center of the billet, decrease the number of non-metallic subsurface 

inclusions and increase the heat transfer between the solidifiying shell and the liquid center, thus 

promoting the columnar to equi-axed transition. Although, the CC process has been known to benefit 

from the strand and final EM stirring, mainly by accomplishing the better grain structure and 

elimination of the centerline segregation, the mould EM stirring seems to be superior and is therefore 

the most widely used. 

The effects of EM field during the casting are difficult if not impossible to observe due to the 

complex arrangement of the stirring device and high temperatures of the melt. Furthermore, the 

casting experiments are time consuming and expensive and frequently do not resemble real industrial 

processes. It is therefore esential to build a complete and detailed numerical model that closely 

resembles the industrial setting. The first numerical simulations of the CC process with EM fields 

started in 1980s [3,4]. However, this models were crude and often semi-numerical. A more detailed 

models with complex geometries closely resembling industrial devices were presented in 2000s [5–

8]. Today, almost two decades later, modelling of CC process is well established and widespread [9–

12].  

In present paper, a meshles local radial basis function collocation method (LRBFCM) was used. 

The method was first applied for 2D diffusive equation [13], and was later extended to a full 2D 

model of CC process [14–18] with EM breaking [19,20]. Afterwards, the method was used for a 3D 

model, first without the presence of EM field [21] and then with EM stirring [22]. In this work, mould 

EM stirring is investigated further. A periodic changing of stirring direction is applied and compared 

to the example with constant stirring direction. Since the measurrements during the casting process 

are challenging, a parameter that indicates the history of the casting process and can be observed once 
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the slab is completely solid and cooled to ambient temperature, is chosen. For comparison between 

experiments and simulation the shape of the shell is used. In present contribution, the simulated shape 

of the shell is compared to the shell shape of a real cast steel billet. 
 

  
a)                                                                                            b) 

Figure 1. a) CC process and types of EM stirring devices. b) Computational domain and 

geometry used in the magnetic field calculation. 

Numerical model and solution procedure 

In order to devise a complete, but computationally manageable numerical model, certain assumption 

have to be made. In the present study, the molten steel flow is considered as an incompressible 

Newtonian fluid (Eq. 1.), that has no effect on the magnetic field ( Re /m L = ). The temperature of 

the steel during the simulation is always above Curie temperature and the Joule heating is neglected. 

The transient term in EM force is neglected, as the characteristic time scale of magnetic field is small 

in comparison to the velocity field. In addition to liquid and solid phases, the mushy zone is also 

considered and is approximated as Darcy porous media. 

The magnetic field is defined by low frequency approximation of Maxwell’s equations (

00, / , , 0t  =  = −   =  =E E B B j B ). EM force is calculated as =f j B , where j is 

EM current and B is magnetic field density. The alternating current that drives the magnetic field 

results in real and imaginary values of j and B. However, as the transient term of EM is neglected, 

only the averaged value of the EM force ( ( ) / 2EM Re Im= +f f f ) is used.  

The fluid flow is described by the mass 

0  =u                                                                                                                                          (1) 

and momentum conservation equations 
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where u stands for velocity, P for pressure and S for strain rate. Density   and viscosity L  are 

constant and Boussinesq approximation [ ( )]b T refT T  −=f g  is used to account for the bouyancy 
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force. 
0K  is morphology constant and lever rule is used to model the liquid fraction 

1 1/ (1 )( ) / ( )L p L mf k T T T T= − − − − , where pk  is partition coefficient, T  is temperature, 
LT  is the 

liquidus temperature and 
mT  is the melting temperature. 2 /t kc f   =  is turbulent dynamic 

viscosity and Abe-Kondoh-Nagano clousure coefficents (

1 1 2 2, ,, , , , , ,T kc f c ff c       ) are used to complete the k −  turbulence model. The 

turbulent kinetic energy k  and dissipation rate   are calculated from   
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where ,kP  D and E source terms in k − equations. The energy conservation equation is modelled as 
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where h  is enthalpy, 
sf  solid fraction and   temperature dependent thermal conductivity. The 

indexes L and S stand for liquid and solid phases, respectively. 

 

Boundary conditions. The calculation of the magnetic field is simplified is such a way that the CC 

device, coils and the surroundings are enclosed in an air filled cylinder. The boundary conditions for 

the magnetic field is then applied at the far off boundaries of this cylinder and are set to zero.  

The velocity on the inlet is prescribed and constant, and on the outlet as fully developed flow. On 

the side walls, the no slip boundary condition is prescribed for the liquid velocity and the solid 

velocity is set to the casting velocity. The free surface flow is prescribed at the top. The temperature 

is prescribed on the inlet and Neumann type boundary conditions are prescribed on the side walls, 

with prescribed heat flux [14]. The ambient pressure is prescribed and set to zero at the outlet and the 

k  and   boundary conditions on the inlet are set to 
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where 
tI  stands for turbulent intensity, 

2d  diameter of the submerged entry nozzle and Re for 

Reynolds number.  

 

Solution procedure. The magnetic field is calculated in Elmer [23], an open source finite element 

solver. Maxwell’s equations are solved in the harmonic way in A-V form. The averaged EM force 

EMf  is calculated at the end and interpolated to the nodes used for the calculation of fluid flow and 

solidification. These are solved with meshless LRBFCM method [13]. Euler explicit time-stepping is 

used for time discretization and Chorin’s fractional step method is applied for pressure-velocity 

coupling.   

 

Numerical example and results  

The CC process with EM stirring was simulated, first for the periodic changing of EM stirring 

direction and then for constant EM stirring direction. The stirring direction in the first case was 

changed every 5 s by changing the frequency, which was alternated between -2.8 Hz and 2.8 Hz. The 
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frequency of constant EM stirring direction was 2.8 Hz. The electric current in both examples was 

400 A. The molten steel was poured into the mold with casting temperature of 1800 K and velocity 

0.898 m/s. Casting velocity of solid phase is equal to 1.6 m/min. The radius of the casting device was 

9 m and the dimension of the billets was 18 cm x 18 cm. The simulation was run on node arrangement 

consisting of 459159 nodes.  

The time evolution of periodic changing of EM stirring is presented in Fig. 2, 3 and 4 for every 5 

s and is compared to constant EM stirring. The cross-sections were observed at height 1.4 m from the 

top of the mold, where the mixing is not so prominent. Fig. 2 shows the temperature change. The 

temperature in the case with constant EM stirring (Fig. 2 a) shows isotherms that lean slightly to the 

right in the stirring direction. They are also slightly shifted to the right due to the curvature of the 

strand. The periodic changing of EM stirring (Fig. 2 b-g) causes a more homogeneous shape of the 

isotherms without preferential direction. The temperature difference in both cases is small. It is also 

apparent that the periodic changing of EM stirring reduces the shell thickness.  

 

 
a) b) c) d) e) f) g) 

Figure 2. Time evolution of temperture field for constant (a) and periodic changing of EM stirring: 

b) 5s, c) 10s, d) 15s, e) 20s, f) 25s, and g) 30s.  

 

Fig. 3 shows liquid fraction changes. The largest difference between constant EM stirring (Fig. 3 

a) and periodic changing of EM stirring (Fig. 3 b-g) is in the shell thickness, which is thicker for 

constant EM stirring. The difference is also in the shape of the shell: As already mentioned, in the 

case of constant EM stirring, the shell leans to the right due the direction of the stirring. In the case 

of periodic changing of EM stirring, the effect of the stirring direction is canceled out and the shell 

has a more symmetrical shape.  

 
a) b) c) d) e) f) g) 

Figure 3. Time evolution of liquid fraction for constant (a) and periodic changing of EM stirring: b) 

0s, c) 5s, d) 10s, e) 15s, f) 20s, g) 25s, and h) 30s.  

 

In Fig. 4 the magnitude of the velocity field is depicted together with streamlines and solid 

boundary. The velocity streamlines are more homogeneous for constant EM stirring. 
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a) b) c) d) e) f) g) 

Figure 4. Time evolution of velocity [m/s] for constant (a) and periodic changing of EM stirring: b) 

0s, c) 5s, d) 10s, e) 15s, f) 20s, g) 25s, and h) 30s. The thick black line denotes the solid shell and the 

thin lines represent streamlines. 

 

The numerical example was compared to the experimental results on 4 different test cases, 2 for 

periodic changing of EM stirring and 2 for constant EM stirring. It should be noted here that the 

experimental samples were observed after the whole strand was solidified and were not taken at the 

height 1.4 m from the top of the mold. Nonetheless, the experimental data confirms the change in the 

shape and thickness of the outer billet shell. The shape of the shell is straighter in the case of the 

periodic EM stirring, where the effect of stirring direction is averaged out. On the other hand, the 

constant EM stirring shows that the outer shell leans in the direction of the stirring.  

Conclusions 

The LRBFCM method was successfully applied to coupled thermodynamic, fluid flow and EM 

field problem and the Elmer software was used to calculate the EM field.  

The CC process with EM stirring was simulated and the comparison of different stirring regimes 

was made for real cast billets. The temperature, liquid fraction and velocity field show that the 

periodic changing of the EM stirring results in more homogeneous shell shape. Although, the 

numerical results cannot be directly compared to the experimental measurements, as they are taken 

after the process is finished, they confirm the changes in the shape of the solidified shell. 
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Abstract. A simulation series on the bidirectional Lorenz force field of a twin-head travelling 

magnetic field inductor was performed using Comsol Multiphysics and Ansys Fluent with an aim to 

use the results in later solidification simulations. The geometry of the inductor was not known in 

details, only magnetic field measurements were available. For the final validation, the effect of flow 

on the temperature distribution inside the sample is used. First, Comsol simulations were performed 

to gather the Lorenz force field induced inside the pure Al specimen. After electromagnetic 

simulations, the global thermal system of the complete TMF solidification facility was simulated to 

extract the heat flux appearing on the wall of the sample holding crucible. As last step, the thermal-

flow model was prepared using the Lorenz force field of electromagnetic simulations and the heat 

flux data of the global thermal model. The results compared to measurements are discussed in the 

paper. 

Introduction 

Solidification research including the effect of forced convection has been started many decades 

ago, but detailed work about the effect of electromagnetic stirring on the solidified structure was 

started only at the millennium. Rotating magnetic field was used in majority [1-6] since the forced 

convection can easily be applied on the complete melt volume. On the other hand, traveling magnetic 

field mixing has significantly lower skin depth and the mixing is partially driven magnetically and 

partially with internal shear stress. To eliminate such an effect, a twin-head inductor was designed 

and constructed at MTA-ME Materials Science Research Group. The innovative facility can mix the 

melt in several ways. The current paper discusses the effect of bidirectional mixing – pushing one 

side of the melt upward and the other downward – resulting in a very intensive stirring. The design 

of the inductor was protected by patenting, therefore minimal technical information was available. A 

series of simulations was provided to achieve the correct Lorenz force field for later solidification 

simulations. First, electromagnetic simulation had to be done to gather the Lorenz force field itself, 

then an indirect validation was done using the measurement of a thermal effect. A thermal model of 

the complete facility and a separate thermal model was performed. The work is presented in the paper. 

Thermal gradient shift effect 

If a thermal gradient is set up in the stationary melt and the bidirectional TMF stirring is turned 

on, the gradient changes significantly. The strength of the effect is depending on the intensity of the 

electromagnetic induction. The colder areas warm up and the hotter cool down. The effect under 40 

mT mixing is presented on Fig. 1. 
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Figure 1. The thermal gradient shift effect in case of 40 mT bidirectional TMF stirring – 1 is for 

the lowest thermocouple, 13 is for the highest thermocouple 

 

At 0 second, the stirring is turned on and 300 s it is turned off. 

Electromagnetic simulation 

A schematic geometry was provided based on the available data. The geometry, the electromagnetic 

field distribution comparison and the Lorenz force field for 40 mT can be seen on Fig. 2. The 

quantitative accuracy is visible. 

 

 

  
Geometry Results vs theory Lorenz force field [N/m3] 

Figure 2. Geometry, alimentation and the results compared to theoretical data – 40 mT 

Global thermal model 

The facility was completely simulated in 2D to gather the heat fluxes appearing on the wall of the 

sample holder crucible. The measured temperature distribution of the furnace was applied in the 

model – Fig. 4 and Fig. 5. The velocity of the water was set to 0,313 m/s calculated from Bernoulli 

equation and measured data. One should note that the highest point of the crucible has the same 

temperature as the furnace wall. 
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Figure 4. The geometry 

 

 
Figure 5. Temperature distribution of the furnace and the surroundings 

 

The temperature distribution of the 13 thermocouples were monitored and the final stable result was 

compared with the measurement. Fig. 6 presents the simulated temperature distribution as in the 

measurement. The temperature on the top position is identical with the furnace wall, which proves 

the validity of the thermal model. 

 
Figure 6. Simulated temperature distribution on the wall of the furnace and the crucible 

 

 

Fig. 7 presents the results. Qualitative and quantitative correspondence is visible. 
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Figure 7. Results of the simulation compared to the measurement of the 13 thermocouples 

Thermal flow modelling 

The final model had a very simple geometry: a cylinder of 8 mm diameter X 100 mm height. The 

boundary condition was the heat flux data provided in the global thermal model. The flow was 

induced by the Lorenz force field simulated in the electromagnetic model. The force field was 

exported from Comsol and imported into Ansys Fluent. The simulation was transient 3D and single 

phase using pure aluminium melt. The flow pattern is presented on Fig. 8. The bidirectional mixing 

appears, but the flow becomes turbulent and accelerates very fast. If the comparison of the measured 

and simulated temperature distribution is done, it is obvious that the Lorenz Force field is too strong. 

Since the alimentation and the geometrical data was not accessible, a reduction factor of 0.1 was 

applied to achieve the desired flow. 

 

    

Original Lorenz force field Lorenz force field with reduction factor 

Figure 8. Flow pattern of the first trial and after adjustment of the force field 

 

The thermal gradient shift effect with original and reduced Lorenz force field is presented of Fig. 

9-10. 
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Figure 9. Thermal gradient shift with original Lorenz force field 

 

 
Figure 10. Thermal gradient shift with reduced Lorenz force field and the settlement of the flow 

 

Using the reduction factor the measured thermal effect could be simulated with qualitative and 

quantitative accuracy. 

Summary 

A series of simulations was presented with the aim of providing the correct Lorenz force field for 

future solidification simulations. The electromagnetic simulation was not exact since the detailed 

technical data of the inductor was not accessible, but qualitative accuracy could be achieved. The 

global thermal simulation of the complete system was successful and useful thermal data was 

provided for the thermal-flow simulations. The final results show good correlation with the 

measurement if the reduction factor is applied. The reduced Lorenz force field can be used directly 

for solidification simulation, on the other hand the adjustment of the electromagnetic simulation 

should be done. 
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Abstract. Modeling equiaxed solidification plays an important role in comprehension of 

solidification of metallic alloys and serves for prediction of the final solid structure and components’ 

segregation. In the work, a 3-phase model which couples heat, mass, solute and momentum 

transportation for both grain phase and extradendritic liquid phase is presented for equiaxed 

solidification. A special attention is given to the calculation of the diffusion length at the interface 

between interdendritic and extradendritic liquid phases as well as to the momentum exchange 

coefficient between the liquid and grain phases. It is demonstrated that both the two parameters have 

critical effect on simulation results. The model is tested using a case of solidification of a binary alloy 

in a rectangular cavity. The results obtained in simulations are compared with other numerical results. 

Introduction 

Numerical analysis for equiaxed dendritic solidification with convection basically need to solve 

two issues: (1) crystal growth method inside an undercooled melt at each growing stage, governed 

and affecting the mass, heat and chemical species transfer through the interfaces between phases for 

a single grain; (2) macrostropic scale movement of different phases and corresponding transport of 

concentration, energy and nuclei density, which is fundamental to the formation of the equiaxed zone 

and structural inhomogeneity induced by sedimentation or flotation of free crystals. For predicting 

the structure and composition of solidifying material various numerical models have been developed. 

The early models of solidification where the grain growth rate was controlled both by thermal balance 

and solute diffusion assumed solidification happens for a single grain in a stagnant melt zone [1,2], 

then the volume averaging technique was adopted to combine microstructural properties with 

macroscopic phenomena [3]. Following this, melt convection and solid-phase transport was 

accounted, the first attempting for this was made by Ni and Beckermann [4], who presented a 2-phase 

model that incorporated momentum exchange equations into previous globular solidification model 

and with this model some phenomena during the solidification of an Al-4%Cu alloy in a side-cooling 

cavity were successfully predicted [5]. Further, the 2-phase (liquid and solid) equiaxed model was 

expanded to 3 phases (interdendritic and extradendritic liquid and solid), and drag correlation for a 

wide range of solid volume fractions in equiaxed solidification was introduced after an extensive 

comparison of several main interfacial drag models [6,7]. 

Since then, equiaxed solidification models have been evolved [9–14]. Ciobanas and Fautrelle [9] 

derived an expression to calculate solute diffusion length with the respect of thermal equilibrium at 

the scale of the grain and the local homogeneity hypothesis. They also transposed the statistical phase 

averaging procedure generally accepted for gas-liquid models [15] into modeling of solidification. In 

simulation, the time step for solidification was different from the one used to solve the transport 

equation. Double time scheme was introduced in [16] to resolve and integrate globally the convection 

terms at first and then resolve and integrate locally the contributions of the grain growth kinetics. Wu 

mailto:egwang@mail.neu.edu.cn
mailto:yves.fautrelle@simap.grenoble-inp.fr
mailto:epm_wangtao@163.com
mailto:olga.budenkova@simap.grenoble-inp.fr
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and Ludwig [13] included both globular and dendritic growth method in equiaxed solidification 

model to adapt it better to real physical process. Besides, in order to calculate the species exchange 

between phases, surface concentration was improved according to the shape factor theory of Nielsen 

et al [11].  

This article presents a 3-phase multiscale solidification model to incorporate descriptions of 

fundamental microscopic phenomena, mainly the evolution of nuclei and dendrite growth during 

equiaxed alloy solidification, into macroscopic heat, solute and fluid flow calculations. After brief 

description of the governing equations and solution algorithm, some results obtained for solidification 

of a binary alloy in a rectangular cavity is discussed.  

Model description 

Current model is built based on an averaging technique [6], through which macroscopic transport 

equations for each phase are obtained. It is appropriate to remind that both averaging procedures, the 

one over a representative volume or a statistical one over an ensemble, results in similar macroscopic 

equations provided some restrictions are fulfilled [15]. Then, the macroscopic equations related to 

the transport of mass, momentum, heat, solute along with phase fraction and variable grain density, 

in average, account for the interphase exchange at microscopic scale.  

Similar to [6], [9] and [13] in the present model three phases are distinguished: liquid outside the 

envelope of equiaxed dendrite (l-phase), interdendritic liquid (d-phase) and the solid dendrite (s-

phase) that gives for the corresponding fractions 𝑓𝑑 + 𝑓𝑠 + 𝑓𝑙 = 1. Modelled mass transfer and solute 

diffusion between the three phases handle the growth kinetics for the grain envelope and the 

solidification of the interdendritic melt. Lipton–Glicksman–Kurz (LGK) tip growth kinetics is applied 

to estimate the evolution of the grain envelope. The solidification of interdendritic melt is driven by 

the difference between equilibrium liquid concentration and interdendritic liquid concentration. More 

details about the grain growth model and macroscopic conservation can be seen in [13]. Besides, 

solute diffusion length in the extradendritic liquid is updated according to appendix A in [9]. 

In terms of momentum transport, s-phase and d-phase are treated as union, which is literally the 

dendritic structure or grain phase, whose fraction is defined as 𝑓𝑒 : 𝑓𝑒 = 𝑓𝑑 + 𝑓𝑠 . Interdendritic liquid 

and solid dendrite share same velocity field. The equiaxed solidification interfacial drag model 

proposed in [8] (Eq. (26)) is adopted, however, flow partitioning effect between the interdendritic and 

extradendritic liquid is neglected for simplicity. Notice that this partitioning effect would be important 

when internal flow of dendrite is obviously stronger than external flow of dendrite, for instance, liquid 

flow can only happen in d-phase when 𝑓𝑙 approach 0. 

 

Solution method 

The processes happen at macroscopic and microscopic scale are modelled with different time 

steps, the solution procedure is shown in Fig. 1. A larger time step dt, used for the calculation of the 

transport phenomena at the macro-sale is divided by N time sub-steps for the calculation of the 

processes within the grain (diffusion, solidification) and the grain growth. Each sub-step calculation 

iterates until all the relevant variables converge. Once all the N time sub-steps are finished, we 

integrate the phase change rate and concentration transfer rate over time dt. The obtained values are 

used as source term for solving global transport equations. The macroscopic calculation, including 

multiphase flow field and transport of energy, solute and nuclei density, are solved by ANSYS 

FLUENT® software with the time step dt. 
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Figure 1. Solution algorithm 

Test case and results 

The verification of current model is performed on a well-known Hebditch–Hunt benchmark 

solidification problem of Sn-5wt%Pb [17] with principal physical parameters and boundary 

conditions implemented in the same way as in [16]. The nucleation is also assumed to occur at fixed 

temperature equal to the one chosen in [16]. Equiaxed envelope shape factors are determined as 

suggested in [13] as well as the grain packing limit fraction 𝑓𝑒
𝑐 = 0.637. 

In our calculations, similar to [16,17], because of thermal and solutal buoyancy effect, the liquid 

alloy at the cooled side is heavier and thus flows downward that eventually forms a global 

counterclockwise motion flow. According to the chosen properties, the density of the solid phase is 



182 

constant and larger than the density of the liquid if the concentration of Pb rejected to the liquid is 

less than 8.85wt%. At the initial stage of solidification, as seen in Fig. 2, both the grain phase (e) and 

liquid phase (l) can move freely, however, the grain phase always has tendency to sediment despite 

that solid contains less Pb while the pure liquid becomes enriched with Pb while it passes through 

grains from a colder to warmer wall and then goes upward near the right boundary. 

At grain faction 𝑓𝑒 = 𝑓𝑒
𝑐 , as shown by the isoline in Fig. 2, the grain phase becomes packed. Due 

to rapidly increasing flow resistance in the packed grains, liquid flow appears too weak to influence 

the solute distribution in this region. A packed grains layer which is poorer in Pb gradually heaps up 

from the bottom of cavity until the top. Sometimes the grains reach packing limitation before arrive 

to right part, which explain the formation of a gently slope toward east.  

Finally, a higher concentration of the Pb present at the top of the sample which could seem unusual, 

and slightly negative segregated layer presented at the bottom, as shown in the final macrosegregation 

map (Fig.3). 

 

 

                  |〈𝑣 𝑒〉|𝑚𝑎𝑥=25.1mm/s                                         |〈𝑣 𝑎𝑣𝑒𝑟𝑎𝑔𝑒〉|𝑚𝑎𝑥
=22.8 mm/s 

Figure 2. Results obtained after 50s of solidification – grain phase fraction (fe) and grain phase 

velocity (〈𝑣 𝑒〉) distribution (left); averaged mass concentration (Caverage in wt. %Pb) and averaged 

velocity (〈𝑣 𝑎𝑣𝑒𝑟𝑎𝑔𝑒〉) distribution (right) 

 

 

Figure 3. Final macrosegregation map (wt. %Pb) in the cavity 
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Compared with the results from 2- phase model in [16], current results do not predict a severe 

segregation channel at the bottom wall and the predicted segregation at the top is weaker. The 

differences may arise because of two reasons:  

(1) In the present case, the growth of grain envelope happens much faster compared to the 

evolution of the solid/liquid interface (solidification) in 2-phase model, especially at the initial stage 

of solidification. The grains’ packing criteria in present model is achieved earlier than that in [16], 

where the grains become packed at solid fraction 𝑓𝑠
𝑐 = 0.3. In the grain-packed region, interdendritic 

flow stops while extradendritic flow is damped. Consequently, the liquid flow has less time to bring 

away solute from the solidification frontier though the porous zone before it is blocked by packed 

grains, thus the enrichment at the top is lighter than in [16].  

(2) In 2-phase model, interdendritic and extradendritic liquid phase share same concentration field 

and flow field, which implies that their concentration is always completely mixed. In the present 

model, the introduced interdendritic liquid phase serves as a transition area between pure liquid and 

inner solid. With this way solute transport between solid and liquid is limited compared with the 

condition in 2-phase model. 

Summary 

A 3-phase equiaxed solidification model is proposed where detailed kinetic grain growth model is 

coupled with macroscale transport. A multi- time step resolution algorithm is applied to accelerate 

the calculation. A Hebditch-Hunt test of solidification of a binary Sn-5wt%Pb alloy is modelled and 

results are compared with numerical simulations performed in [16]. The grain fraction distribution, 

liquid flow field and macrosegregation map have shown similarity, yet the segregation predicted in 

this work is lighter and concentration distribution is more uniform. The difference may arise from 

rapidly growing packed grains bed as well as the inhibiting effect of concentration transport by 

interdendritic liquid phase. 
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Abstract. Electroslag remelting (ESR) is thought as a promising method for the production of high-

quality ingots of special steels or nickel-based superalloys. In ESR process, the formation and 

movement of droplets plays an important role in heat transfer and fluid flow in slag. Limited to the 

complexity of the mechanism, high temperature and high trial costs, it is very difficult to make 

experimental observations of the phenomena occurring within the molten slag. In this paper, the 

droplet formation and movement during ESR process is simulated by means of a 

magnetohydrodynamic (MHD) and slag-metal multiphase flow approach with Re-Normalisation 

Group (RNG) k-𝜀 turbulence model. The computational domain includes a layer of slag and a layer 

of liquid steel. The two-phase flow is tracked with the volume of fluid (VOF) method. Results show 

that a strong interaction between the electromagnetic field and the phase distribution occurs. Since 

the metal has a higher electrical conductivity, the electric current travels through the liquid metal in 

priority and the current density around the droplet is higher than that in the periphery of the electrode. 

Hence, the maximum Joule heat and Lorentz force occur in the slag around the metal droplet. Under 

the electrode, a thin metal liquid film is formed first and then the droplet is formed. In the industrial 

scale ESR process, the position where the droplets fall down is distributed randomly at the bottom of 

electrode. The droplet falling causes strong flow in the slag and melt pool. The maximum velocity in 

the slag layer is approximately 0.5 m/s. The droplet size increases with the increase of the surface 

tension. 

Introduction 

High-quality ingots are becoming more important in aerospace, metallurgy, mining, machinery 

and electricity with the rapid development of industry. Electroslag remelting (ESR), a method of 

refining a consumable metal electrode through a molten slag that is electrically heated, is thought as 

a promising method for the production of high-quality ingots because non-metallic inclusions and 

sulfur dissolved in the metal can be removed efficiently and compact structure can be obtained [1]. 

ESR has been widely used in the production of high-quality ingots of special steels or nickel-based 

superalloys.  

Due to the high trial costs, the complexity of the mechanism and high temperature, it is very 

difficult to make industrial scale experimental observations of the phenomena occurring within the 

molten slag.  It is widely accepted that the development of heat and mass transfer at the slag/droplet 

interface affects the process of the non-metallic inclusion removal and desulfurization directly. 

Moreover, when the droplet falls through the slag and into the metal pool, it will cause violent flow, 

which affects the distribution of the temperature field and the heat transfer between the slag and metal. 

Thus, for fundamental and technical reasons, investigations of how the droplets form at the tip of 

consumable electrodes and how they behave in the slag pool are important to validate the mechanism 

and provide value direction to the production. However, it is difficult to observe and measure the ESR 

process due to the opaque materials, high temperature and strong electric current. Hence, many 

fundamental aspects of this process are still unclear and subject of controversy. During the past 

decades, many researchers have devoted significant efforts to understand the electromagnetic 

phenomenon and slag-metal two phases flow during the ESR process. Some physical models similar 
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to the ESR process have been established to investigate the formation of droplets. J. Campbell [2] 

used a slag containing a transparent substances, such as LiCl-KCl, NaOH, to remelt an electrode 

comprising low-melting metals. Similar models have also been reported by Jiang et al [3]. An 

oscilloscope was used to detect the occurrence of a droplet departure in conventional nontransparent 

slag by monitoring the curve of the voltage. By counting droplets and measuring the weight change 

of ingot, an approximate size of each droplet was determined [4]. Zhong et al. set up a transparent 

model to explore the effect of transverse static magnetic field on the droplet behavior in ESR process. 

Molten ZnCl2 was as the slag and low-melting-point zinc bar was selected as electrode. Although 

these physical experiments can be used to study the formation and detachment of droplets, 

understanding the real conditions of the ESR process is still needed. 

In recently years, mathematical models, much faster and easier than experiments, have been widely 

used to simulate the ESR process benefited from the fast development of the computer and the results 

of the experiments. A. Kharicha et al. [6] simulated the electromagnetic field considering influences 

of the movement of slag-melt pool interface and dripping of droplets through the slag, which showed 

the interaction among electromagnetic field, fluid flow and heat transfer.  However, such simulation 

was computationally expensive. He et al. [8] established a 3D mathematical model to describe the 

effects of the slag-metal two-phase flow on the distribution of Joule heat and Lorentz force. Dong et 

al. [7] built a two-dimensional axisymmetric model and simulated the electrode melting and droplet 

falling in the slag.  However, it is difficult to use the two-dimensional axisymmetric model to predict 

the asymmetrical phenomena of falling droplets. 

The purpose of the present work is to understand the formation and drop of metal droplets in slag 

bath of electroslag remelting processes based on the three-dimensional model with the primary 

variables of two-phase flow field. Non-uniform mesh and adaptive time step are employed to speed 

up the calculation of programs. At the same time, parametric studies are also conducted with the 

effect of surface tensions in the ESR system.  

 

Table 1. Physical properties of metal and slag 

Parameter metal slag 

Density, kg/m3 7200 2850 

Dynamic viscosity, Pa·s 0.006 0.01 

Thermal conductivity, W/m·K 30.52 10.46 

Specific heat, J/kg·K 752 1255 

Electrical conductivity, Ω-1·m-1 714000 250 

Thermal coefficient of cubical expansion, K-1 0.0001 0.0004 

 

Table 2. Operating and boundary conditions 

Parameter value BCs value 

Current, A 1500 hslag-mold, W/m2·K 400 

Melting rate, kg/s 0.01 hingot-mold, W/m2·K 400 

Temperature of water and environment, K 298.15 hair-slag, W/m2·K 188 

Frequency, Hz 50 εslag 0.6 

Interfacial tension, N/m 0.2/0.5/1.0   

Thermal coefficient of cubical expansion, K-1 0.0001   

Mathematical Model 

The complex ESR process involves a range of physical phenomena and their coupling interaction: 

heat transfer with phase change and fluid convection, the interaction between the turbulent flow and 

electromagnetic field known as magnetohydrodynamics (MHD). The general transport equation for 

AC electromagnetic fields could be expressed by the magnetic diffusion equation. The Lorentz force 

and Joule heat obtained from the electromagnetic field calculation affect the flow and temperature 

distribution in slag pool respectively. The temperature field affects the fluid flow equations through 

the buoyancy term and the knowledge of the velocity field and of the turbulence parameters is 

required in the solution of the convective heat transfer equation. Meanwhile, the slag-metal two-phase 
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flow affects the electromagnetic field as a result of the significant different electric conductivity 

between the slag and the metal. The geometrical parameters, physical properties of the metal and slag, 

as well as the process parameters are listed in Tabs. 1-2. 

The interface between the molten slag and liquid steel melt is tracked with the geometric 

reconstruction VOF technology. A single set of momentum equations is shared by all fluids. The 

motion of the slag and liquid metal is turbulent. Consequently, the flow is modeled using Reynolds-

averaged Navier-Stokes equations, which has been shown to give a satisfactory reproduction of the 

time averaged velocity field.  

Considering that the solidification in the metal pool has little effect on the multiphase flow in the 

slag pool, the solidification process is ignored in this work. 

 
Table 3. Geometrical parameters 

 

Geometry value 

Electrode diameter, m 0.055 

Immersion depth of electrode, m 0.0 

Ingot diameter, m 0.12 

Slag height, m 0.06 

Metal height, m 0.032 

  

  Figure 1. Computational model and mesh 

 

Solution Procedure 

The governing equations were discretized based on the Finite Volume Method (FVM) and solved 

by means of the commercial software FLUENT. Firstly, the mesh size was set about 0.8mm to ensure 

tracking the interface of the slag and metal accurately and non-uniform grid was employed to save 

computing time (Fig. 1). The dimensions of the whole model was listed in Table 3. Then the 

governing equations for the electromagnetic phenomena, two-phase flow and heat transfer were 

solved simultaneously. Before advancing to the next time step, the iterative procedure continued until 

all normalized unscaled residuals were less than 10-5. The adaptive time step was determined by the 

dynamic of the metal and slag interface through a chosen maximum courant number 0.24. Depending 

on the droplet falling speed, the typical calculation time step was in the range of 10-3-10-4 second. 

The calculations were performed using 16 cores of Intel Xeon 2.40GHz.  

Results and discussion 

There are three cases, named Case 1, Case 2 and Case 3, to simulate the droplets behaviors for 

three different interfacial tension coefficients 1N/m, 0.5N/m and 0.2N/m, respectively. Fig. 2 shows 

the field variations of electromagnetic quantities in ESR process for Case 1 and the interfacial tension 

coefficient is equal to 1N/m. It is obvious that there are three stages for the droplet motion: (1) 

formation of droplets at the electrode tip; (2) droplets falling through the slag, and (3) collection of 

the droplets in a metal pool at the top of the ingot.   

At the time of t0, Fig. 2 (a) shows that a larger current density occurs at the edge of electrode and 

droplet tip. It is because the current always choose preferentially to flow through the metal droplet to 

minimize the electric resistance and the current usually aggregates at the conductor tips. Interacting 

with magnetic field, the current creating the maximum Lorentz force, nearly 30 232N/m3, at the edge 

of electrode. The Joule heat is concentrated at the edge of electrode and droplet tip due to the high 

current density.  

As the electrode melting and the liquid metal accumulating at the bottom electrode, an elongated 

faucet forms (shown in Fig. 2) and the necking phenomenon takes place at the time t0+0.72s under the 

effect of gravity, Lorentz force and interfacial tension. Almost all of the current passes through the 

metal faucet to the slag, thus the current from the edge of electrode flows towards the center, which 
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raises the upward Lorentz force as shown in Fig. 2 (b). As a result of large amount of current passing 

through the faucet, a lot of Joule heat is generated in the faucet.  

 

Figure 2. Field variables of the electromagnetic quantities 

(a) the slag volume fraction, (b) Lorentz force, (c) Joule heat 

 

When the liquid metal at the electrode bottom accumulates to a certain critical value, the gravity 

of liquid metal is greater than interfacial tension and the formation of droplets occurs. At t0+0.77s, 

the departure of the first droplet occurs and a slag gap forms between the droplet and the remaining 

faucet, shown in Fig. 2 (a). The diameter of the first droplet is about 15mm. Obviously, the surface 

area of the remaining faucet decreases due to the droplets formation, thus the current density is 

increasing at the slag-metal surface which cause the generation of Joule heat increasing.  

During droplets falling down, the shape of the droplet changes from ball to flat ball under the effect 

of relative movement between the slag and droplets. Meanwhile, a strong flow in the slag is created 

by the falling of the droplets (Fig. 3) and this flow drags the remaining faucet. Under the effect of 

slag flow and interfacial tension, the remaining faucet is broken into several little droplets and a little 

of liquid metal remains at the bottom of the electrode to form a stable liquid film. 

 

 
Figure 3. Flow field during droplet falling 
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Fig. 4 shows the droplets formation and movement of Case 2 and the interfacial tension coefficient 

is equal to 0.5N/m. Compared with Case 1, the diameter of the first droplet in Case 2 is about 11mm, 

a bit less than that of Case 1. When the droplet detaches from the faucet and falls down through the 

slag, the deformation of the droplets is large and the shape of the droplet changes from spherical 

liquid drop to liquid film because the interfacial tension cannot withdraw the resistance in the slag. 

At the time t5, the droplet begins to break up and forms some little droplets at the edge area. However, 

these small droplets cannot be observed in this simulation because their size is smaller than the mesh 

size. 

 

 
Figure 4. Views of the slag/metal interfaces colored by velocity with interfacial tension of 0.5N/m 

(a, b) formation of the liquid faucet, (c, d, e) droplets formation and detachment, 

(f, g) droplets impact and deformation of the slag/pool interface 

 

For Case 3, the droplets behavior is a little different from the other two cases at the droplet 

formation stage. Four faucets form simultaneously in four different positions shown as Fig. 5 (a) and 

these four faucets finally merge into one faucet like Figs. 5 (g). The necking phenomenon takes place 

as soon as the faucets are formed because the interfacial tension cannot withstand the gravity force 

and the electromagnetic pinch force. After detaching the faucets, the droplets deform quickly and 

greatly. Firstly, the droplets flatten and develop a crescent shape (Figs. 5 b-c). Then under the effect 

of slag flow, these droplets are totally broken up into plenty of small droplets. Therefore, the diameter 

of the droplets are smaller than that in the other cases. These small drops have small effects on the 

metal pool and provide large surface area which the removal of inclusion and desulfurization. 

 

 
Figure 5. Views of the slag/metal interfaces colored by velocity with the interfacial tension of 

0.2N/m 

(a, b) formation of the liquid faucet, (c, d, e) droplets formation and detachment, 

(f, g) droplets impact and deformation of the slag/pool interface 
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Summary 

A 3-D VOF model coupled with a magneto-hydrodynamic model was proposed to simulate the 

droplet formation and movement during Electroslag Remelting (ESR) process. The model can predict 

the electric and magnetic field distribution in function of the metal distribution in the low electric 

conductivity slag. In addition, the effect of the interfacial tension coefficient on the droplets behavior 

was investigated. 

(1) As the melt is a much better conductor than the molten slag, most of the current provided by 

the electrode chooses to flow through the metallic path. According to the simulation results, the slag-

metal two-phase flow influences the current distribution greatly. The Joule heat reaches maximum 

where current flows from metal into slag. 

(2) With larger interfacial tension, less faucet forms and larger droplets are released. After the 

droplets depart from the faucet, the faucet is broken into several small droplets under the pinch force, 

gravity and viscous force between slag and liquid metal. 

(3) For a small interfacial tension, two to three faucets appear at the bottom of electrode. In 

addition, the large droplets are broken into small droplets during falling down. Therefore, the space 

between the electrode and the liquid pool surface is filled with many small droplets, which promote 

the heat and mass transfer as well as the inclusions removal.  
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Abstract. Fluidity of metal melts is an important property of casting technology which fundamentally 

determines the adequacy of castings. In this paper different factors of fluidity are discussed among 

others the application of the limited Bernoulli’s equation, viscosity in the mushy zone and the 

application of Darcy's law. A commercial Control Volume model is used to simulate a special gravity 

casting case, called tilt casting. 

 

Introduction 

Reliable fluidity data for aluminium alloys are not readily available however such data are important 

in mould filling calculations. Fluidity is used to indicate the distance of a molten metal can flow 

before it solidifies and it is not only the inverse of viscosity, but depends upon many factors. The 

fluidity equation based on Flemings is: [1] 

𝐿𝑓 =
(𝐴∗𝜌∗𝑣)(𝑘∗𝐻𝑓+𝑐∆𝑇)

𝑆∗ℎ∗(𝑇−𝑇𝑟)
∗ (1 + 0,5 ∗

ℎ∗√𝜋∗𝛼∗∆𝑋

𝑘∗√𝑣
)      (1) 

Where: (Lf) final length – fluidity, (A) mould surface area, (ΔX) choking range, (T) liquid metal 

temperature, (Tr) room temperature, (h) heat transfer coefficient at mould-metal interface, (S) 

circumference of mould channel, (ΔT) superheat, (k) thermal conductivity of the mould, (ρ) density 

of metal, (v) velocity of metal flow, (Hf) heat of fusion of metal, (c) specific heat of metal. 

Fluidity factors can be categorized as follows: 

1. Metal variables: chemical composition, solidification behaviour and range, viscosity, heat of 

fusion. 

2. Mould and metal variables: heat transfer coefficient, thermal conductivity, mass density, specific 

heat, surface tension. 

3. Pouring method variables: gravity casting, tilt casting, LPDC, HPDC. 

By carefully selection of the combination of these variables, fluidity can be controlled. This plays a 

key role for thin walled castings because e.g. misruns are a result of insufficient fluidity of the liquid 

metal. It is not easy to control fluidity due to the large number of variables involved. However, if 

variations in fluidity due to uncontrolled factors can be estimated, defect problems, such as 

unexpected misruns and cold shuts, can be overcome and process costs reduced. 

Description of flow, the Bernoulli’s equation 

The application of Bernoulli’s equation in foundry calculations is limited. In ideal case a simplified 

form of Bernoulli’s equation can be used: 
𝑣2

2
+ 𝑔ℎ +

𝑝

𝜌
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡        (2) 

Where: (v) velocity, (g) value of gravity, (h) height, (p) pressure, (ρ) density. The velocity of the melt 

in the gating system is not only altered by the hydrodynamic laws, but the quantity of the metal which 

depends on the losses and the degree of solidification. To achieve Newtonian fluid behaviour, the 

melt density during filling must be constant, thus the cavity must be filled before solidification occurs. 

The wall friction (∆h1), tapers and directional changes (∆h2) occurs as pressure drops: 

∆ℎ1 = 𝜆
𝑙

𝑑

𝑣2

2𝑔
           (3) 

∆ℎ2 = 𝜉
𝑣2

2𝑔
           (4) 

Where: (λ) drag coefficient, (l) channel length, (d) channel diameter, (ξ) empirical resistance number. 

Thus the Bernoulli’s equation in mould filling cases can be used as: [2,3] 
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2𝑔(ℎ−∆ℎ1−∆ℎ2)

2
+ 𝑔(ℎ − ∆ℎ1 − ∆ℎ2) +

𝑝

𝜌
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡     (5) 

In general, however, the application of the Bernoulli equation to gating systems is not quite so 

straightforward. There are various reasons for this. 

1. In general, Bernoulli’s equation relates to steady state flow. However, of course, in gating 

systems most of the interest necessarily lies in the priming of the flow channels. In this situation 

the surface tension of the advancing meniscus can be important, as described in the Weber 

number, where (σ) is the surface tension: 

𝑊𝑒 =
𝜌𝑙𝑣2

𝜎
          

 (6) 

If We<1 the liquid surface is tranquil, and if We>1 surface turbulence is expected. If the priming 

is not carried out well, the casting is likely to suffer severely.  

2. The surface tension of liquid metals is over ten times higher than that of water. Thus pressures 

due to surface tension have been neglected and are neglectable for such common room 

temperature liquids on which most flow research has been conducted. The additional pressure 

generated because of the curvature of the meniscus at the flow front, and the curvature at the 

sides of a flow stream, affect the behaviour of metals in many examples involved in the filling 

of molds. For instance at the critical velocity that is targeted in mould filling, the effects of surface 

tension and flow forces are equal. At velocities lower than this, surface tension dominates. 

3. The presence of the oxide on the surface of an advancing liquid is a further complication, and is 

not easily allowed for. The flow adopts a stick-slip motion as the film breaks and re-forms. The 

advance of the unzipping wave is a classic instance that could not be predicted by a purely liquid 

model such as that described by Bernoulli. 

4. The frictional losses during flow, which can be explicitly cited in Bernoulli’s equation, are known 

to be important. However, in general, although they are assumed to be known, they have been 

little researched in the case of the flow of liquid metals. 

5. The presence of oxide films floating about in suspension is another uncertainty that can cause 

problems. The density of such defects can easily reach levels at which the effective viscosity of 

the mixture can be very much increased, although viscosity does not appear explicitly in the 

Bernoulli equation. The suppression of convection in such contaminated liquids is common. 

Flow out of thick sections and into very thin sections can be prevented completely by blockage 

of the entrance into the thin section. 

 

From the above list it is clear that the application of Bernoulli equation is more accurate for thicker 

section flows where surface effects and internal defects in the liquid are less dominant. As filling 

systems are progressively slimmed, and casting sections are thinned, Bernoulli’s equation has to be 

used with greater caution. 

 

 

Description of flow, viscosity 

Viscosity is a fundamental characteristic property of all liquids. When a liquid flows, it has an internal 

resistance to flow. Viscosity is a measure of this resistance to flow or shear. Viscosity is expressed in 

two distinct forms: dynamic viscosity and kinematic viscosity. [4] Viscosity of molten metals is quite 

low and has a significant effect on fluidity. Fluidity of metals is a factor of metal composition, 

overheating of the melt, surface tension, degree of oxidation and pouring conditions. The ratio of 

solid phase has a significant effect on the viscosity of the melt in the mushy zone: 

1. Under 10% of solid phase ratio, the melt behaves as a Newtonian fluid. In continuum mechanics, 

a Newtonian fluid is a fluid in which the viscous stresses arising from its flow, at every point, are 

linearly proportional to the local strain rate, the rate of change of its deformation over time. [5] 
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2. Between 10-20% of solid phase ratio, the melt behaves as a non-Newtonian fluid. A non-

Newtonian fluid is a fluid that does not follow Newton's law of viscosity and the viscosity is 

dependent on shear rate. In this case the value of viscosity must be re-calculated as relative 

viscosity: 

𝜂𝑟 = (1 − 2,5𝜑)−1𝜂0          (7) 

3. Between 20-40% of solid phase ratio, the melt behaves as non-Newtonian fluid and the value of 

viscosity must be re-calculated as modified relative viscosity: 

𝜂𝑟𝑚𝑜𝑑
=(1 − 2,5𝜑 − 𝑎𝜑2 + 𝑏𝜑3)−1𝜂0        (8) 

4. Over 40% of solid phase ratio, the metal melt doesn’t behave as a fluid.  

Where: (η0) viscosity of the Newtonian liquid, (ηr) relative viscosity, (ηrmod) modified relative 

viscosity, (φ) solid phase ratio, (a,b) constants. 

Description of flow, Darcy's law 

In our model the behaviour of the melt in the mushy zone is defined as can be seen in Fig. 1. Regarding 

how the fluidity calculation is made the following thresholds are defined: 

1. Fluidity threshold (CLFu). Value of the liquid phase fraction above which the Navier-Stokes 

equations are applicable. The stress in the fluid is the sum of a diffusing viscous term and a 

pressure term. In this case the nucleated crystals in the liquid volume freely flow together with 

the melt. [6] 

2. Percolation threshold (CLFd). The value of the liquid phase fraction below which the melt flow 

is absent without plastic deformation. 

3. Between CLFu and CLFd the Darsy's law works, part of the solid phase became fixed and puts 

up resistance to the melt flow. 

 
Figure 1. Behaviour of the melt in the mushy zone 

 

 

 

 

Darcy's law is an equation that describes the flow of a fluid through a porous medium: 

𝑄 = −
𝜅𝐴(𝑝𝑏−𝑝𝑎)

𝜇𝑙
          (9) 

The (Q) total discharge is equal to the product of the (κ) intrinsic permeability of the medium, the (A) 

cross-sectional area to flow and the (pb − pa) total pressure, all divided by the (μ) viscosity, and the 

(l) length over which the pressure drop is taking place. [7] It relies on the fact that the amount of flow 

between two points is directly related to the difference in pressure between the points, the distance 

between the points, and the interconnectivity of flow pathways between the points. 

Simulation model 

In this paper a commercial Control Volume model (NovaFlow&Solid) is used to simulate a special 

gravity casting case, called tilt casting. [8,9] The casting process itself is the point in manufacture 

https://en.wikipedia.org/wiki/Viscosity
https://en.wikipedia.org/wiki/Permeability_(fluid)
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when most of the defects are introduced into the cast part. In case of gravity casting the most 

problematic factor is the metal velocity. The critical velocity of technical alloys, to avoid turbulence, 

is between 0.29-0.5 m/s, for aluminium alloys ~0.5 m/s. 

Tilt casting solutions for gravity pouring can be described as damage limitation exercises. Only tilt, 

level transfer and counter-gravity can produce ideal transfer of metal into the mould, thus 

manufacturing the best quality of castings. The main factors of tilt casting can be described as follows. 

If tilt casting is initiated from a tilt orientation at or below the horizontal, during the priming of the 

runner the liquid metal accelerates downhill at a rate out of the control of the operator. The metal runs 

as a narrow jet. In addition, the velocity of the liquid at the far end of the runner is almost certain to 

exceed the critical condition for surface turbulence. Once the mold is initially inclined by more than 

10° below the horizontal at the initiation of flow, it is no longer possible to produce reliable castings 

by the tilt casting process. 

Tilt casting operations benefit from using a sufficiently positive starting angle that the melt advances 

into an upward sloping runner. In this way its advance is stable and controlled. This mode of filling 

is characterized by horizontal liquid metal transfer, promoting a mould filling condition free from 

surface turbulence. 

Tilt filling is preferably slow at the early stages of filling to avoid the high velocities at the far end of 

the gating system. However, after the gating system is primed, speeding up the rate of rotation of the 

mould greatly helps to prevent any consequential non-filling of the castings. [2] 

Technological steps of tilt casting are: 

1. Pouring all the required melt to the pouring ladle by controlling the following parameters: Gating 

position of the melt, diameter of the entering metal stream, angle of the entering metal stream, 

pressure height of the melt, flow of pouring, friction factor, filling stop criteria. 

2. Achieving the tilt movement by controlling the following parameters: Downtime after filling, 

initial position of the mould, direction of rotation, centre point of rotation, axis of rotation, time 

of tilt, tilt angle.  

3. Solidification calculation by controlling the following parameters: Material properties, pouring 

temperature, mould temperature, time of removal. 

During simulation constant and variable parameters were altered to achieve cavity filling. A standard 

aluminium alloy was poured into a permanent metal die made of alloyed steel. The cores were 

produced with cold-box technology on 200°C. The environment was air on 30°C. During filling the 

diameter of the liquid alloy stream was 80 mm and the tilt angle was 55°. Variable parameters can be 

seen in the DoE in Table 1. The model geometry can be seen in Fig. 2. 

Table 1. Design of Experiments 
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Melt Mould 
Drag 

tower 

Cope 

tower 
Pressure 

height 

Pouring 

velocity 

Poured 

metal 

Time 

of tilt 

V
en

ti
n

g
 

Temperature 

°C °C °C °C mm kg/s kg s 

1 730 400 320 400 2 1.6 2 5 No 

2 730 400 320 400 5 2.55 1.5 5 No 

3 730 400 320 400 5 3.33 2.8 3 No 

4 730 400 320 400 4 2.98 2.3 3 No 

5 730 400 320 400 4 2.98 2.3 4 No 

6 730 400 320 320 4 2.98 2.3 4 No 

7 750 450 420 420 4 2.34 2.37 4.5 Yes 

8 750 450 450 450 4 2.98 2.37 4.5 Yes 

9 750 450 420 420 4 2.98 2.37 3 Yes 
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Figure 2. Tilt casting model 

Post-processing 

In Experiment 1-2. not enough metal was poured into the pouring ladle. The pouring flow was too 

low and the melt solidified in the gating system. The entire casting cavity was unfilled. Pouring 

velocity and the quantity of the melt were increased to avoid freezing. 

In Experiment 3. the enlarged melt quantity helped to fill the cavity but unfilled areas detected in the 

lower and upper part of the geometry. Pressure height, pouring velocity and the quantity of melt were 

changed to reach better filling of the cavity. 

In Experiment 4-6. the time of tilt was changed and it was determined that without venting the 

geometry cannot be filled completely. 

In Experiment 7-9. venting is defined to ensure the filling of the cavity. Venting is accomplished in 

the area of the riser head. The temperature of the die elements were increased to keep warm the melt 

and to avoid cold flows. The amount of the poured metal was increased till the technology limit and 

the time of tilt was determined correspondently to the measurements. 

 

Using the determined technological parameters the complete cavity is filled without turbulences. Both 

critical parts of the cavity can be filled without significant air entrapment. Venting is effective, the 

geometry of the venting channel is adequate and the position of venting is applicable. In Fig. 3. 

representation of the mould filling can be seen. Target is achieved while all air entrapment managed 

to eliminate from the cavity. 

 
Figure 3. Mould filling 
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Summary 

If we consider adequacy of simulation, the following process parameters are identified.  

1. Geometrical adequacy: height of the pouring basin, cross-section of the basins’ nose, 

geometry of the flow channel between the basin and the gating system. 

2. Pouring conditions: consideration of liquid contraction, cross-section of the melt stream, 

definition of pressure height to avoid splashing. 

3. Material properties and temperature adequacy: definition of the material and the temperature 

of the basin, application of refractory coatings to avoid melt cooling. 

4. Tilt conditions: filling stop criteria, rotation options, downtime after filling, time of tilt, tilt 

angle. 

 

The described article was carried out as part of the EFOP-3.6.1-16-2016-00011 “Younger and 

Renewing University – Innovative Knowledge City – institutional development of the University of 

Miskolc aiming at intelligent specialisation” project implemented in the framework of the Szechenyi 

2020 program. The realization of this project is supported by the European Union, co-financed by the 

European Social Fund. 
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Abstract. The purpose of this paper is to develop a travelling-slice model for solid mechanics with 

intent of modelling hot-tearing susceptibility.The thermomechanical model is formulated with 

meshless method considering temperature dependent material parameters, viscoplastic deformation 

of the mushy zone and thermal strains accumulated in the material. The results are used to predict the 

hot-tearing susceptibility, the stress field and the shape of the solid shell. The results of the numerical 

method are presented for symmetric field, tilted field and field caused my more intense cooling on 

one strand face. 

Introduction 

The continuous casting of steel is well established process for producing steel billets, blooms and 

slabs used as semi-products for further downstream processing, however, there still exist details of 

the process that are difficult to control. One of such things is the possibility of asymmetric cooling 

that can occur in the mold because of deformations of the strand or because of asymmetric 

temperature profile, caused by electromagnetic stirring. Such asymmetric thermal conditions can lead 

to significant deformation of the strand and increased occurrence of hot-tears.  

The travelling-slice model is particularly useful for efficient modelling of the continuous casting 

process [1,2]. It assumes that thermal diffusion and deformation of the strand in the casting direction 

are negligibly small and that advection is the principal way of transferring information along the 

casting direction. These assumptions allow one to model the strand as a two-dimensional slice of 

material traveling in the casting direction making the model computationally very effective [3,4]. 

In this work we present the addition of a solid mechanics model to complement the existing 

traveling slice model of heat transport, solidification and grain growth [5]. The solid mechanics model 

is stated in plane stress formulation and a two-phase model is used to determine the stress equilibrium 

of the inhomogeneous material. The liquid phase is modelled as an elastic solid with very small 

Young’s modulus while an elasto-viscoplastic material model is used to describe the behavior of the 

solid and the consolidated part of the mushy zone.   

The governing equations are discretized by a local RBF collocation method, augmented by first 

order monomials [6]. The shape parameter is determined automatically by adjusting the condition 

number of the interpolation matrix. The implicit Euler method is used to perform the time stepping. 

The results in this contribution are focused on the impact of asymmetric temperature fields on the 

distribution of stress, deformation of the billet and the probability for the occurrence of hot-tears in 

the material. We consider two possible sources of asymmetry. Firstly, the asymmetry can stem from 

asymmetric cooling conditions on the strand sides, which can be the result of the design of the caster 

or suboptimal setting of the water cooling. Secondly, we consider the state that is obtained by tilting 

the originally symmetric temperature profile by a small angle around axis parallel with the casting 

direction. Such perturbation is usually caused by the electromagnetic stirring of the melt. 
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Governing equations 

Since the total strain of the strand are expected to be small we use additive strain decomposition to 

write the total strain   as the sum of thermal strain 
t , viscoplastic strain 

vp  and elastic strain 
e .  

The thermal strain is the driving term of the model and is given by 

( )

s

T

T

t I T dT =  ,   (1) 

where 
sT is the solidus temperature and ( )T  is the temperature dependent coefficient of thermal 

expansion obtained from JMatPro. The viscoplastic strain is calculated from the rate equation 

0
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


 

  
= −   

  
,   (2) 

where   is the deviatoric stress calculated from the stress tensor   as tr / 3I  = − . The effective 

stress is given by : / 32e  = . The parameters of the constitutive equation are reference strain rate 

A , reference stress 
0 , stress exponent n , activation energy Q  and the general gas constant R . The 

stress equilibrium equation is stated in terms of total displacement vector u  to obtain the following 

equilibrium equation 
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−
 , (3) 

where G  an   are Lamé parameters calculated from temperature dependent Young’s modulus and 

Poisson’s ratio. The interaction of the liquid melt and the solid shell is introduced through the term 

( )lf p , where 
lf  is the liquid fraction and p  the metallostatic pressure at the position of the center 

of the slice. 

The probability for occurrence of hot-tears is estimated by Lahaie-Bouchard (LB) hot-tearing 

model [7]. It is chosen because it represents a sophisticated model that does not use any information 

about the flow field.The model calculates critical stress as 
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h f


 

−

  
= +   −  

,   (4) 

which is derived from considering the stress required to overcome the surface tension force in a 

mushy- zone-like structure. In the formula h  is the grain size,   is the surface tension, and   is the 

strain in the direction of maximum principal stress. The microstructure is described by the exponent 

m , which is set to 1 / 2  for columnar and to 1 / 3  for equiaxed grains.  

The hot-tearing susceptibility is given by 
/max cHCS  =

, where max
 is the largest positive 

principle stress. Susceptibility at a position in the strand is time dependent. To obtain a time-

independent information about hot-tearing susceptibility the accumulated susceptibility is defined as 

 
0

( () )
n

i

AHCS n HCS it t
=

=    (5) 

at each point in the strand.   
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Solution procedure 

Since the interaction of the strand with rolls and mold is neglected in the present development, the 

strand is traction free on all four sides. This results in degenerated system of equations for mechanical 

equilibrium (3). To remedy that, Lagrange multipliers corresponding to the three degrees do freedom 

of rigid-body motion are introduced to the problem.  

To discretize the governing equations, the meshless local radial basis collocation method has been 

used. It was first developed to solve transport problems [8] and has been recently expanded to deal 

with thermomechanical problems [6,9]. The time stepping is performed by implicit Euler method, 

where the resulting system of nonlinear equations is solved by modified Bouaricha method [10]. The 

code implementing the method is written in Fortran 2008, parallelized in OpenMP and run on an Intel 

Xeon processor. 

Numerical examples 

Driving fields. The driving of the model is in this paper achieved by a manufactured temperature 

field and the solidification results are designed in a way that correspond to a typical result for 

temperature and structural history obtained by a slice model. The temperature field is given by 

0
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−
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where 
0 900T = ℃ and 600T = ℃. The center of the solidification front 

0 ( )s t  and its width ( )S t  are 

tuned in such a way that they correspond to typical evolution of a temperature field during continuous 

casting. The shape of the solidification front is determined by  

) ( ) ( )(( )
p t tp t p

s x yr = + ,   (7) 

where the shape of the front is determined by the value of parameter p . When it is equal to 2, the 

front has circular shape and as it is increased, the front becomes more and more rectangular with 

beveled corners and sides parallel to coordinates axes. At the start of the simulation p  is set to 10 

and then gradually decreased to 2 to obtain a circular shape of the solidification front.   

The values of the solid fraction are determined from the temperature by the following relation  

1
( ) 1 tanh
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T
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  −
= +      

,   (8) 

where fT =1400℃ and 40fT = ℃, resulting in solidification range similar to some spring steels. 

Symmetric temperature field.  

This is the reference case studied with driving fields implemented as defined in the previous 

subsection. The results are given in Fig. 1 with plots of effective stress, HCS and AHCS. The 

deformations of the strand are amplified by a factor of 20 to make the resulting strand shape more 

apparent. The plots are given at three times: 4, 40 and 160 s after the start of the simulation. The times 

were selected to demonstrate three different regimes that can be observed during the casting process 

at: 4t = s the shell is very thin and it caves in at the sides because of thermal stresses in the corners. 

The area where hot tearing is possible is very thin and distributed uniformly along the solidifying 

region. At 40t = s the metallostatic pressure causes the strand to bulge, which increases the stresses 

in the solidifying region and in turn results in increased probability of hot-tearing in the centers of the 

sides. At 160t = s the solid shell is strong enough to support the metallostatic pressure and the sides 

of the strand straighten again. The solidifying front at this point is circular and the probability for hot 

tearing is increased at the areas of the solidification front that are close to the strand.  
Effective stress [MPa] HCS AHCS 
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Figure 1. The results for symmetric temperature field showing (from left to right) the effective stress, HCS and AHCS. 

The results in the top row are given at 4, in the middle row at 40 and in the bottom row at 160 s. 

Tilted temperature field. This example aims to model the temperature field in the strand when 

the electromagnetic stirrers are used to increase the convection in the melt, which results in the 

temperature profile being tilted in the direction of the stirring. In this model such a temperature field 

is achieved by rotating the vector r  from formula Eq. 6 by a small, time dependent amount. The 

results are shown in Fig. 2 where we can notice two impacts of the tilted temperature profile. Firstly, 

the deformations of the surface are not symmetric with respect to the centerline of the surface and the 

bulge is shifted in the direction of stirring. Secondly, the hot-tearing susceptibility is increased in the 

areas where the solid shell is thicker due to the tilted temperature field, which is also reflected in the 

accumulated susceptibility. 

  
Effective stress [MPa] HCS AHCS 
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Figure 2. The results for tilted temperature field showing (from left to right) the effective stress, HCS and AHCS. The 

results in the top row are given at 4, in the middle row at 40 and in the bottom row at 160 s. 

 

Asymmetric temperature field. This example aims to show the effect of increased cooling on the 

bottom side of the strand. This is modelled by replacing the vector r  in the Eq. 6 with vector r

obtained from vector r  as  

 
2

'

'

x x axy

y y ay

= −

= −
  (9) 

with 0.2a = . The results of such temperature field are shown in Fig 3. The increased cooling of the 

bottom side destroys the symmetry in the deformation of the strand. Additionally, the solidifying area 

near the cooler side appears to be more susceptible to hot tearing. This is reflected in both HCS and 

AHCS plots. 

 
Effective stress [MPa] HCS AHCS 
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Figure 3. The results for asymmetric temperature field showing (from left to right) the effective stress, HCS and 

AHCS. The results in the top row are given at 4, in the middle row at 40 and in the bottom row at 160 s. 

Conclusions 

The mechanical travelling slice model that is presented in this paper was used to study the impact of 

several asymmetric temperature fields on the hot-tearing susceptibility. The cases considered were 

the symmetric temperature field, the tilted temperature field and the asymmetric temperature field. 

The results provide interesting insight in the mechanical phenomena during the casting process. In 

the future this model will be integrated with the microstructure slice model. Additionaly, the 

interaction with the mold and rolls will be added.  
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Abstract 

Hypergravity conditions are used for casting TiAl alloys in order to improve mold filling and to 

prevent porosity defects. One way to generate hypergravity on Earth is through the use of centrifuges, 

by the combination of the normal terrestrial gravity and centrifugal acceleration. To be able to control 

the structure of the castings (CET, grain size, grain morphology) and the macrosegregation defects it 

is of prime importance to understand the process-scale transport phenomena in the casting: 

thermosolutal convection of the liquid, and the motion of grains and grain fragments. Under 

centrifugal conditions the flow structure is determined by the combined effect of the centrifugal and 

Coriolis accelerations. 

To investigate the influence of hypergravity on the structure of TiAl alloys under centrifugal 

conditions, directional solidification experiments in the ESA Large Diameter Centrifuge (LDC) were 

conducted in the framework of the GRADECET project. Cylindrical Ti-Al samples (8 mm diameter, 

120 mm length) were solidified in well controlled conditions under five different gravity levels (1 g 

– 20 g), with the apparent gravity aligned with the cylinder centerline. 

We present a numerical model study of the flow during the solidification of the LDC samples. The 

modeling supports and complements post-mortem characterizations of the microstructure and 

macrosegregation. 3D simulations were performed with a volume-averaging solidification model that 

accounts for the centrifugal and Coriolis accelerations in the non-inertial rotating reference frame. 

The model was implemented in the OpenFOAM finite-volume-method framework and was validated 

for the simulation of macrosegregation and of natural convection in rotating systems. 

The simulations of the centrifugally solidified samples indicate that the Coriolis acceleration plays a 

fundamental role in the thermosolutal convection because it breaks the symmetry of the flow 

structure. The macrosegregation pattern is therefore entirely modified in comparison with a sample 

solidified under terrestrial gravity conditions. The modified flow structure can also have an influence 

on the microstructure distribution in the samples. 
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Abstract 

A new approach to hot cracking investigation has been proposed. Aimed to describe the phenomena 

at a micro scale level, it combines micro-CAFE (Cellular Automata with Finite Difference) dendritic 

simulation with Newtonian mechanics for a two-phase medium. The solidification model adopts 

previously proposed methodology for a solute steady state interface balance, directed by a modified 

decentred algorithm and a cellular automata (CA) in order to specify the new cell capturing rules and 

account for the mesh anisotropy. The CAFE model is capable of simulating grains with random 

orientation making it well suited to calculate deformation in fine grain alloys. A mass balance, based 

on a diffusional flow in three phases: liquid, solid and S/L interface, is calculated concurrently with 

the solute diffusion for a binary alloy. It finds the shrinkage contribution dependant on thermal 

gradient, permeability and viscosity, evaluated with reference to an equilibrium state value. Tensile 

deformation in the solid skeleton is also introduced leading to complex effects such as visco-plastic 

deformation of the dendrite network and induced liquid pressure. All effects from the phenomena are 

resolved by a force balance equation for an identical to the CA control volume. A control system with 

springs (solid) and dampers (liquid) is used to model the system in a simple and yet open to further 

development approach. The calculation of pressure drop is based on a form of Darcy’s equation where 

lack of liquid feeding in liquid pockets or narrow channels in the interdendritic network would lead 

to a formation of a hot crack. The model sets up for a comprehensive framework of modelling 

mechanical deformation in solidifying metal at a micro scale level. 

 

Phase-field modeling of mobile dendrites in melt flow 

László Rátkai, Tamás Pusztai, László Gránásy 

Keywords: phase-field modeling, mobile dendrites, melt flow, columnar to equiaxed transition 

Abstract 

The Phase-Field and Lattice Boltzmann Methods have been combined to simulate the growth of solid 

particles moving in melt flow. To handle the mobile particles, an overlapping multi-grid scheme was 

developed, in which each individual particle has its own moving grid, with local fields attached to it. 

Using this approach we are able to simulate simultaneous binary solidification, solute diffusion, melt 

flow, solid motion, effect of gravity, and collision of the particles. The method has been applied for 

describing columnar to equiaxed transition in the Al-Ti system. 
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Abstract 

Dendritic growth is a key phenomenon in the selection of solidification microstructures. The 

emergence of dendritic patterns originates from an interplay of phenomena across a wide range of 

length and time scales — from the atomic structure of the solid-liquid interface to the macroscopic 

transport of heat and species, for instance by gravity-induced liquid buoyancy. Because the 

integration of all these scales matter, quantitative simulations at the scale of experiments or processes 

remain challenging, even considering modern models, implementations, and computers. For this 

reason, a range of multiscale modeling approaches have been proposed that aim at scaling up 

simulations of dendritic growth. However, a direct, quantitative, and critical comparison of such 

models is yet to be performed. 

We present a quantitative benchmark of multiscale dendritic growth simulation methods. We 

specifically focus on approaches based on (i) Phase-Field [1], (ii) Dendritic Needle Network [2], and 

(iii) Dendritic Envelope dynamics [3]. We compare their similarities and differences in the modeling 

of: (i) Steady and transient isothermal growth of an equiaxed grain in a supersaturated liquid in 3D, 

as well as the predicted macroscopic grain envelope shape; (ii) Primary spacing selection in 

directional solidification in 3D, using realistic experimental parameters for a succinonitrile-acetone 

alloy; (iii) Isothermal growth of an equiaxed grain in a supersaturated liquid in the presence of forced 

flow in 2D. Results are also directly compared to experimental data and corresponding scaling laws 

when available. 

In light of this benchmark, we discuss the capabilities and limitations of each approach in 

quantitatively and efficiently predicting transient and steady states of equiaxed and columnar 

dendritic growth. We provide key insight into how to select numerical parameters that provide the 

best compromise between accuracy and computational efficiency in multiscale needle-based and 

envelope-based models. We expect that these results will guide further developments and utilization 

of these models, and ultimately pave the way to a quantitative understanding of the effect of 

convection, e.g. gravity-driven liquid buoyancy, in the selection of microstructures at a scale relevant 

to entire experiments and solidification processes. 
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Abstract 

The present work is a part of the Microgravity Application Promotion (MAP) program of the 

European Space Agency. It involves the projects entitled Non-Equilibrium Solidification, Modelling 

for Microstructure Engineering of Industrial Alloys (NEQUISOL) and Chill Cooling for the 

Electromagnetic Levitator in relation with Continuous Casting for steels (CCEMLCC). The goal is 

to reach a better understanding of solidification of steel products and associated defects. The 

solidification of a freely suspended steel droplet in reduced-gravity conditions is triggered by a 

ceramic chill plate that represents the mould in a continuous casting process, thus extracting the heat 

from the sample. 

In this work, we propose a numerical simulation of the levitated steel droplet. The numerical 

framework is based on the use of a single Eulerian mesh for both the steel droplet and the surrounding 

gas. The contact between the sample and the chill plate is implicitly taken into account via a boundary 

condition. A monolithic formulation of total mass, momentum and energy conservation enables the 

resolution of a single set of equations in the whole domain. Only the metal's species conservation 

equation is considered. A Variational Multi-Scale stabilized finite element method [1] is proposed to 

solve Navier-Stokes equations. Assuming that the solid phase is fixed, the momentum equation is 

enriched by accounting for solidification shrinkage [2], surface tension [3] and Marangoni effect [4] 

acting at the liquid-gas interface. The level set method is used for tracking the evolution of the metal-

gas boundary. The liquid-solid interface is implicitly represented by the volume averaging 

methodology. We test the numerical framework on a specific steel grade and compare to the existing 

experimental data of a sounding rocket experiment [2]. 
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Abstract 

A 3D mesoscopic envelope model is used to numerically simulate the experimental X-ray 

observations of the equiaxed dendritic isothermal solidification of a thin sample of Al-20 wt%Cu 

alloy with x, y and z dimensions of 4124, 2746 and 200, respectively. Once the calibration of the 

mesoscopic model is carried out we show the growth evolution of the multi-grain system composed 

by 15 grains accentuating the effect that the thin third dimension, z, has on the growth kinetics, mainly 

focusing on three aspects: (i) the impact of incorporating the third dimension to the solute diffusion, 

for that we compared a 3D simulation to a 2D simplified simulation with the solute diffusion in the 

x-y middle plane (z=0), (ii) the influence of the grain orientation about an axis contained in the x-y 

plane, and (iii) the influence of the grain centroid position along the sample thin dimenion. 

The 3D grain structure is shown to play an important role in the description of the dendritic grain 

growth kinetics. The consideration of the 3D solutal diffusion on the model is fundamental in order 

to obtain realistic grain kinetics. The dendritic grain kinetics increases by a factor of two when the 

thin third dimension is considered. We determine that the grain morphology and kinetics are 

extensively influenced by the grain orientation about an axis contained in the x-y plane. For that three 

simulations are carried out where a reference grain (approximately located at the center of the sample) 

is rotated 15, 30 and 45. Considering the projection view of the rotated reference grain on the middle 

x-y plane, the projected primary arms perpendicular to the rotation axis shorten with rotation. 

Additionally, the effect of the grain centroid position along the sample thickness on the grain 

morphology and kinetics is investigated by means of other three simulations where the centroid of 

the reference grain is located at a z coordinate of 50, 75 and 100. We prove that the grain kinetics are 

faster the further the centroid is with respect to the sample middle plane. 

The numerical model is calibrated by means of a single parameter --confocal distance, - that is not 

very influential on the grain morphology for the case under study. The mesoscopic model is capable 

of describing solutal grain interactions down to short distances between grains. 
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Abstract 

One of the most widely used examples of grain refinement is the addition of Al-Ti-B refiners during 

solidification of Al-alloys. Experimental studies of this system have revealed that a single atomic 

layer of (112) Al3Ti is formed at the liquid/TiB2 (0001) interface, produced due to the segregation 

of solute Ti to the interface. Furthermore, the creation of this layer has been suggested to increase the 

potency of TiB2 for the heterogeneous nucleation of alpha-Al. The formation of the Al3Ti layer itself 

has been shown to be highly dependent on both the concentration of Ti in the liquid, the holding 

temperature and time. 

A Lennard Jones based potential suitable for describing the system of interest is constructed, which 

allows the first ever large scale simulations of the TiB2/Al system. Monte Carlo (MC) simulations 

are run at various temperatures and the stability of the Al3Ti layer at the interface is confirmed. Using 

semi-grand canonical Monte Carlo simulations the Ti segregation process is fully investigated, 

allowing for changes in the solute concentration. Evidence for the segregation of Ti to the TiB2/Al 

interface is found and the conditions which favour the formation of Al3Ti are determined. Motivated 

by the success of Al-Ti-B refiners, we search for other liquid/substrate systems where solute 

segregation is prevalent, and where this may lead to increased nucleation potency. The MC methods 

used for TiB2/Al are applied to these other systems to determine the solute concentration and 

temperature conditions which promote solute segregation. 
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Abstract 

Multiscale modelling of solidification processes is of great interest for industries. However coupling 

the multiple scale phenomena to reach a quantitative simulation applied to a large domain is 

challenging. In the present contribution, this is achieved using a combination of three methodologies: 

the Finite Element (FE) method, the Cellular Automaton (CA) method and the Dendritic Needle 

Network (DNN) method. 

The FE method provides a solution of the conservation equations, written for volume average 

quantities, that is suitable for computation applied to a large domain. It serves for macroscopic 

description of heat and mass transfers.The CA method tracks the development of the envelope of each 

individual dendritic grain at a mesoscopic scale. The coupling of these two methods is the CAFE 

model and was demonstrated to provide efficient and quantitative simulations of the columnar-to-

equiaxed transition, macrosegregation and freckles, competition taking place among columnar 

dendritic grains and the resulting formation of crystallographic textures. However, the dendrite tip 

growth kinetics could be improved since it was based on the analytical Ivantsov solution. 

The DNN is another mesoscopic method recently introduced. It uses solute mass balance 

considerations in the vicinity of the tip of the dendrites to compute accurately the growth kinetics. 

Because it relies on a direct estimation of the composition gradient at the solid-liquid interface, steady 

state growth regime is no longer assumed. Its implementation with a FE method to solve the solute 

flow is extensively validated again analytical results given by the Ivantsov solution [1] for different 

temperatures and grain orientations. 

Coupling CAFE with DNN computed growth kinetics provides a unique solidification model. The 

CA grid handles both the shape of the grain envelopes and branching mechanisms. The FE mesh is 

used to solve flux and conservation of mass and energy at both the scale of the dendrite tip solute 

layer and the domain dimensions. It is possible thanks to adaptive remeshing strategies and use of 

multiple FE meshes. Capabilities of the model are demonstrated by simulating an experiment 

documented by Bogno et al. [2]. 

[1] G. P. Ivantsov. Temperature field around the spherical, cylindrical and needlecrystals which grows 

in supercooled melt. Doklady akademii Nauk SSSR 58 (1947), 567. 

[2] A. Bogno et al. Growth and interaction of dendritic equiaxed grains: In situ characterization by 

synchrotron X-ray radiography. Acta Materialia 61 (2013.), 1303. 
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Abstract. Directional solidification of alloys is an extremely important process to understand due to 

the many high value products that are produced in this manner, e.g. turbine blades. Controlling how 

the columnar dendrites grow and pack together is an important aspect of increasing the strength and 

longevity of these components. As such 3D examination of a 200 mm in length and 6 mm diameter 

aluminium 10 wt % copper rod solidified under varying withdrawal rates (40 μm/s then a jump to 80 

μm/s) has been undertaken in a lab based computerised tomography (CT) machine. Novel image 

analysis techniques involving active contours and skeletonisation have been used to track the 

dendrites through the sample itself. Sites of dendrite initiation and termination have been identified 

automatically within the dataset. These points of dendrite creation or deletion where found to be most 

prevalent after a step change in the withdrawal rate. Information on the array packing and primary 

dendrite arm spacing (PDAS, λ) for each grain within the sample has been obtained. The results show 

that there is a distance delay after the withdrawal rate change and the onset of a PDAS restructuring. 

 

Introduction 

With the advent of lab based computerised tomography (CT) scanners there has been an 

increase in the options available for 3D metallography that researchers can undertake. CT scanners 

allow for the non-destructive analysis of components and castings and can build up a 3D virtual view 

of the internal microstructure of a component. This has allowed for the quick and relatively easy 

evaluation of microstructures in three dimensions where previously the only avenue available to 

researchers was the use of tedious serial sectioning. 

 

Moreover with the increase of computation power available greater volumes of data can be now 

analysed swiftly and cost effectively. As such now is the first time that the large volumes associated 

with CT analysis can be effectively analysed and giving a greater understanding of how a dendritic 

array evolves in a directionally solidified sample giving a stable PDAS. 

 

Many equations for PDAS calculation have been put forward including the Trivedi equation which 

takes account of the marginal stability criterion [1]: 
 

 𝜆 = 2.83 𝑚(𝑘 − 1)𝐷𝛤𝐿𝐶0.25𝑣−0.25𝐺−0.5 (1) 

 

Where: m is the liquidus slope [K/wt%]; k is the partition coefficient; D is the diffusivity of solute in 

the liquid [m2s-1]; 𝛤 is the Gibbs-Thomson coefficient [mK]; L is a constant which depends upon the 

harmonic perturbations which is set to 28 [1]; C is the bulk composition [wt%]; v is the solidification 

front velocity; and G is the thermal gradient [K/m]. 
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Eq. 1 has proven adapt in producing predictions for the PDAS in steady state solidification. However 

not quite as adapt in the unsteady state. In this type of situation, the dendritic array restructures to 

compensate for changing solidification conditions resulting in either the creation or termination of 

primary dendrite arms [2-5]. Ma [2 & 3] set the stable limit for the PDAS to λmin = 2/3 λ to λmax = 4/3 

λ. If the PDAS becomes too small a dendrite is outcompeted and killed off and the microstructure 

readjusts increasing the PDAS. Conversely if the PDAS is too large then a new primary dendrite arm 

will fill a gap in the array formed from the growth of a tertiary arm from one of the surrounding 

dendrites. 

This array restructuring is easy to see in two dimensional samples especially in transparent model 

alloys [2-4]. However, it is much more difficult in 3D. When calculating the PDAS in a solidified 

sample it must first be sectioned and the number of individual dendrites (N) counted, then using the 

equation: 

 

 𝜆𝐵 = √
𝐴

𝑁
 (2) 

 

the bulk PDAS can be calculated for that transverse section of the sample if the area of the slice, A, 

is known [6-8]. The drawback of this method is that it only gives an average value for the PDAS so 

no statistical analysis can be undertaken using it. Methods such as the Warnken-Reed and Voronoi 

PDAS calculations can however be used to find the local PDAS across a sample [6-8]. 

Therefore, in order to test how microstructures readapt in 3D to changing solidification conditions, 

an Al-10 wt% Cu sample was directionally solidified under a constant G of 10 K/m with an 

instantaneous velocity jump from 40 μm/s to 80 μm/s. It was then imaged in a CT and examined using 

custom algorithms developed by the authors in Matlab to calculate the local and bulk PDAS and find 

instances where new dendrites are created. 

 

Methodology 

 

An Al-10wt% Cu master alloy billet was cast from commercially pure aluminium and copper 

at the University of Birmingham Casting lab. It was then EDMed into a 200 mm length rod with a 6 

mm diameter in the Netshape Laboratory, Birmingham. The sample was then directionally solidified 

in the lab-scale CARLO Bridgman furnace at ACCESS e.V. Germany under a constant withdrawal 

of 40 μm/s for 60 mm with an instantaneous velocity jump to 80 μm/s which was then constant for 

30 mm. The bottom 90 mm of the sample was used to hold the sample in place and top 20 mm was 

assumed to be unusable. These lengths for the 40 and 80 μm/s sections were chosen to give each 

section an equal number of diffusion lengths (800Ld in each instance) for the usable 90 mm of sample 

where: Ld = D/v. Which is an Ld of 75 μm and 37.5 μm respectively (using parameters in Table 1). 

 

The sample was then CTed at the Institut für Materialphysik im Weltraum at the German Aerospace 

Centre (DLR), using a GE Phoenix nanotom microCT scanner with an acceleration voltage of 100 

kV and a current of 110 μA. The resulting voxel size was 2 μm3. The images were then analysed 

using a series of author written applications within Matlab to: binarise and segment the images using 

active contours; then find the centre of each dendrite using the skeleton centre method [9]. The 

dendrite centres of each slice were then joined up forming lines that followed the primary arm of a 

dendrite producing a “forest” of separate dendrite trunks. The coordinates of a newly initiated dendrite 

were found by locating where these traced lines branched. This branching indicates a situation where 

a tertiary arm from the original primary trunk has become stable and formed a new primary trunk. 

 

The bulk PDAS for each slice in the sample was calculated using equation 2 above. The local PDAS 

along the length was also calculated using the Voronoi and Warnken-Reed methods which are 

described by Tschopp et al. [6 & 7] and Warnken and Reed [8]. The average number of nearest 

neighbours for these two methods was also calculated. In the Warnken-Reed method the authors used 
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an 𝛼 value of 1.5. The results of this were compared with calculations for the PDAS using Eq. 1 and 

the parameters given in Table 1. 
 

Results 

 

The PDAS was determined along the length of the manipulated 

and binarised CT volume (Fig. 1, with two of the CT slices before 

and after the transition shown in Fig. 2)  using each of the different 

methods described above i.e. the bulk, Warnken-Reed, and 

Voronoi. As can be seen in Figure 1 the bulk PDAS method gives 

the highest value for the PDAS along the sample with the Voronoi 

and then Warnken-Reed below that. The evolving dendrite array 

takes approximately 2500 μm (equivalent to 66 Ld) until the PDAS 

stabilises and does not decrease further. After which it remains 

relatively constant. The minimum and maximum stable PDAS has 

also been calculated and shown on Fig. 1. These values were 

calculated for each slice using λmin = 2/3 λ to λmax = 4/3 λ.  

 

Fig. 3 shows that along the length of the sample there was a slight 

increase in the number of nearest neighbours in the Warnken-Reed 

method on the order of 0.05 neighbours. Whereas the Voronoi 

method shows an increase of approximately 0.2 new neighbours. 

In both instances there is a steady increase after the velocity 

change until it plateaus after 2500 μm. 

 

Fig. 4 shows the cumulative number of 

created or outcompeted dendrites along 

the length of the sample. As can be seen 

there is a relatively constant rise in the 

number of new dendrites being formed 

after the velocity change. Whereas after 

1000 μm there begins to be dendrites 

which are eliminated.  

 

The calculated values for the PDAS 

using Eq. 1 and the parameters in Table 

1 were 310 μm and 260 μm at 40 μm/s 

and 80 μm/s respectively. The former 

value shows good agreement with the 

results in Fig. 1 prior to the velocity 

change (distance < 0 μm). Whereas the 

calculated value for the PDAS of 260 

μm at 80 μm/s (distance > 2500 μm) is 

Parameter  Value 

C 10 [wt% Cu] 

D   3x10-9 [m2s-1] 

G 10 000 [Km-1] 

k 0.14 

L
 28 

m -3.37 [Kwt%-1] 

v1 40 [μms-1] 

v2 80 [μms-1] 

𝜞 2.41 [Km] 

Figure 1. PDAS along the length of the sample from 

the velocity change 

Table 1. Table of parameters used 

in Eq. 1 to calculate the PDAS [10] 
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incorrect by 40 μm as the stabilised 

PDAS in this region is 220 μm. 

However Eq. 1 is just one of many 

PDAS calculation models. 

 

Using information from Fig. 4 the 

location of the initiations and deletions 

was found. Fig. 5 shows the 

stabilisation and deletion of dendrites 

within the array after 1700 μm and 

every 200 μm afterwards until 2300 

μm. In both cases of stabilisation and 

deletion the dendritic array readjusts 

itself around the new or removed 

dendrite.  

 

 

Discussion 

 

The results of the experiment 

show that the microstructural array 

rearranges itself with changing 

solidification conditions. In this 

instance, an increase in the velocity 

from 40 to 80 μm/s. The PDAS 

decreased when calculated using Eq. 2, 

and with the Voronoi and Warnken-

Reed methods for each slice along the 

length of the sample. This reduction in 

PDAS was expected due to the 

expectation that the evolving 

microstructural array would adapt to a 

lower value (as shown by comparing 

Fig. 2a and 2b). This re-adaption was 

achieved by means of a production of 

new primary dendrite trunks which 

formed from the stabilisation of tertiary 

dendrite arms (Fig. 5). As can be seen 

in Fig. 4 there is a continual increase in 

the number of new primary dendrite 

arms after the velocity change. 

Including after this graph shows that 

the dendrite array restructuring was not 

due to a columnar to equiaxed 

transition (CET) but rather a gradual 

restructuring as new tertiary dendrite arms fill gaps within the dendritic array. 

Moreover Fig. 4 and 5 show that there are some instances of dendrites being out competed and “killed 

off”. The last such instance of a dendrite being out competed coincides with the levelling off in the 

number of nearest neighbours seen in Fig. 3. After this levelling of the PDAS remains constant and 

so too does the approximate number of total dendrites. 

 

Figure 2. CT micrographs of the sample 1 mm before the 

velocity change (a) and 3 mm after the transition (b) 

a) 

b) 
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Fig. 5 also implies that the missorientation between the dendrites may play a role in the deletion of 

the dendrites. The outcompeted dendrite is missorientated by 45o to all the surrounding nearest 

neighbours. 

 

A clear feature of Fig. 1 is that the PDAS adjustment is not an instantaneous process but takes place 

over several mm. In this instance, approximately 2.5 mm. This distance corresponds to approximately 

70 times the diffusion length in the 80 μm/s regime. It is possible that the diffusion length Ld plays 

an intrinsic part in the restructuring of a dendritic microstructure. As it may be possible that a certain 

number of Ld need to be reached before the array reaches a stable and unchanging PDAS after a 

velocity change. However more experiments will need to be undertaken to see if this or another 

parameter plays a role in the time taken for a dendritic array to re-stabilise. 

 

Conclusions 

 

A directionally solidified Al-10 

wt% Cu rod was solidified under a 40 μm/s 

withdrawal rate which was instantaneously 

changed to 80 μm/s after 60 mm. This was 

achieved to promote dendritic array 

restructuring by the promotion of tertiary 

arms stabilising into primary arms.  

 

The solidified rod was CTed and analysed 

using image analysis algorithms written by 

the authors to trace the centre of the 

dendrites using the Skeleton Centre 

method [9]. The PDAS was calculated 

along the length of the sample using the 

bulk, Voronoi, and Warnken-Reed 

methods showing in each case that it took 

approximately 2.5 mm for the array 

structure to return to steady state with a 

continuous PDAS.  

 

During this transition, new dendrites were 

created via the promotion of tertiary arm 

growth and tracked within the 3D CT 

volume. The creation of these new primary 

arms gives credence to the extension of 2D 

dendrite array restructuring [2-5] in 3D. 

Moreover, sites where primary trunks were 

out competed were also found along the 

length of the sample showing that the 

microstructure is continuously adjusting 

the array to bring it into a stable 

configuration.  

 

The authors tentatively put forward that 

the diffusion length Ld may in some way 

be used to predict the length that the array adjustment occurs over until a new stable PDAS is reached. 

For this sample, approximately 66 Ld at 80 μm/s were reached before the array stabilised at a PDAS 

of 230 μm. 

Figure 4. Cumulative dendrite creation or deletion 

along the length of the sample 

Figure 3. Change in nearest neighbour number 

along the length of the sample 

 



218 

 

 

Acknowledgments 

This work forms part of the Microstructure Formation in Casting of Technical Alloys under Diffusive 

and Magnetically Controlled Conditions (MICAST) project. The authors would like to thank the ESA 

for funding as part of the MICAST project and support with this work. With special thanks to Adrian 

Caden and Peter Cranmer for help casting the master alloy; Amanda Field and Sam Crutchely for the 

help with EDMing the sample; Christoph Pickmann at Acces e.V. for running the Bridgman furnace; 

and Vanessa Indrizzi for help with the Matlab code. 

 

References 

[1] R. Trivedi. Interdendritic spacing: Part ii. a comparison of theory and experiment. Metallurgical 

and Materials Transactions A, 15(6):977–982, Jun 1984. 

[2] D. Ma. Development of dendrite array growth during alternately changing solidificaton condition. 

Journal of Crystal Growth, 260:580–589, 2004.  

[3]  D. Ma. Response of primary dendrite spacing to varying temperature gradient during directional 

solidification. Metallurgical and Materials Transactions B, 35B:735–742, 2004.  

Figure 5. Sites of dendrite initiation and deletion. The images are a) 1700 μm b) 1900 μm, c) 

2100 μm and d) 2300 μm from the velocity change. 

Initiation, tertiary arm 

stabilised in the array 

Initiation, tertiary arm 

stabilised in the array 

Deletion: missorientated 

dendrite 
Deletion: dendrite 

decreases in size 

Deletion: dendrite 

completely outcompeted 

Deletion: surrounding 

dendrites secondary arms 

fill the gap left 

Initiation, tertiary 

arm stabilised in gap 

between surrounding 

Initiation, primary 

arm formed 



219 

[4] E. Üstün, E. Çadirli, and H. Kaya. Dendritic solidification and characterization of a succinonitrile–

acetone alloy. Journal of Physics: Condensed Matter, 18(32):7825, 2006.  

[5] V. Indrizzi, N. Warnken, and D. Putman. Computational study of spacing selection in directionally 

growing dendritic arrays. In SP17, 07 2017.  

[6] M. A. Tschopp, J. D. Miller, A. L. Oppedal, and K. N. Solanki. Characterizing the local primary 

dendrite arm spacing in directionally solidified dendritic microstructures. Metallurgical and Materials 

Transactions A, 45(1):426–437, 2014.  

[7]  M. A. Tschopp, J. D. Miller, A. L. Oppedal, and K. N. Solanki. Evaluating local primary dendrite 

arm spacing characterization techniques using synthetic evaluating local primary dendrite arm 

spacing characterization techniques using synthetic directionally solidified dendritic microstructures. 

Metallurgical and Materials Transactions A, 46A:4610–4628, October 2015.  

[8] N. Warnken and R. C. Reed. On the characterization of directionally solidified dendritic 

microstructures. Metallurgical and Materials Transactions A, 42(6):1675–1683, 2011.  

[9] J. E. Miller, M. Strangwood, S. Steinbach, and N. Warnken. Skeletonisation to find the centre of 

dendrites traced from a 2d microstructural image. In Z. Fan, editor, Solidification Processing 2017, 

2017. 

[10] M. Gündüz and E. Çadrli. Directional solidification of aluminium–copper alloys. Materials 

Science and Engineering: A, 327(2):167 – 185, 2002. 

 

  



220 

Tunable concentration gradients generated by controlled changes in the 

solidification conditions 

Hannes ENGELHARDT, Dorothea MEY and Markus Rettenmayr 

Otto Schott Institute of Materials Research, Friedrich-Schiller-Universität Jena (Germany) 
Hannes.Engelhardt@uni-jena.de 

Keywords: directional solidification, segregation, concentration gradient, temperature gradient, 
graded material. 

Abstract. Directional solidification in a temperature gradient with enhanced and reduced melt 

convection was examined with respect to generating a sequence of tunable concentration gradients. 

Segregation effects that occur during directional solidification and isothermal holding in a 

temperature gradient of binary and ternary alloys were investigated using different pulling velocities. 

In conclusion, a solidification technique for samples with multiple gradients is presented. Position, 

shape and slope of concentration fluctuations that are comprised of gradients of steeply increasing 

and decreasing solute concentrations are adjustable. The solidified samples are entirely single phase.  

Introduction 

Samples with multiple gradients are valuable e.g. as diffusion samples; no internal interfaces 

or possible oxide layers disturb the determination of diffusion parameters. The objective of the present 

work is to produce rod shaped samples that exhibit a sequence of steep concentration gradients 

without artificial internal interfaces and that are entirely single phase after solidification.  

During directional solidification, a variety of parameters are affecting the formation of (macro-) 

segregations and thus the concentration distribution of the alloying elements along the solidification 

direction. When an alloy sample is cooled at one end and heated at the other end until it is melted at 

the hot end, the solid/liquid mushy zone appears between the completely liquid and the completely 

solid part. During holding of the sample in the temperature gradient, the mushy zone resolidifies 

completely, and a concentration gradient is created in the solid. The solute concentrations along the 

resolidified mushy zone follow a section of the solidus line (binary case) or a path on the solidus 

surface (ternary and higher order) [1-3]. Eventually, a planar solid/liquid interface develops. During 

subsequent directional solidification with the planar interface, convection in the melt directly 

influences the segregation behavior [4]. The influence of melt convection and solidification velocity 

was particularly investigated in this work. 

When directional solidification is performed with enhanced convection of the melt, there is complete 

mixing in the melt, and, due to the sample dimensions, negligible diffusion in the solid. Thus, Scheil 

conditions are fulfilled. Scheil type solidification results in pronounced macrosegregation. The 

concentration profile starts flat with almost constant solute concentrations and exhibits an increasing 

slope towards the maximum solubility, which theoretically will always be reached [5]. 

However, if melt convection is suppressed during directional solidification, solute piles up in front of 

the propagating solid/liquid interface and is transported into the melt solely by diffusion. After an 

initial transient with increasing solute concentration, a steady state concentration profile at the 

solid/liquid interface is established and the solidifying composition is constant. The length of the 

initial transient depends on the solute partitioning coefficient, the solute diffusion coefficient in the 

melt and the solidification velocity [6,7]. An abrupt change of the solidification velocity during steady 

state solidification leads to concentration fluctuations, while the concentration profile at the interface 

adjusts to the new conditions [6-8] and finally reaches steady state again. An increase of the velocity 

causes fluctuations toward higher solute concentrations, a decrease results in momentarily lower 

concentrations. Such concentration fluctuations and the initial transient may exhibit considerably 

steep concentration gradients [6]. In this work we investigate how the segregation effects in the 

convective and diffusive regimes can be utilized to generate samples with multiple concentration 

gradients.  
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Experiments 

The binary and ternary alloys Al – 1.5 at% Cu and Al – 3.5 at% Mg – 1 at% Zn were 

induction melted from the pure elements Al, Mg, Zn and Cu with a purity of 99.99 at% and cast into 

rod-shaped molds with 5 mm and 8 mm diameter for the binary and the ternary alloy, respectively. 

For directional solidification, the samples were placed in tube shaped alumina crucibles (5 and 8 mm 

inner diameter for Al-Cu and Al-Mg-Zn, respectively). The gap between the sample and the tube was 

sealed with silicone. The crucible was evacuated and flowed with Ar. The tip of the sample protruded 

out of the crucible for heat extraction by streaming water, while the upper part of the sample was 

heated.  The temperature gradient was adjusted to ~ 15 K mm-1 by adapting the distance between the 

water bath and the heated zone. Heating was performed differently for the two samples. The Al-Cu 

sample was heated by radiation from a steel tube that was heated inductively. Below the steel tube, 

an insulating baffle guarantees a steep temperature gradient (Fig. 1(a)). During directional 

solidification, the solid/liquid interface is located inside the baffle. The homogeneous heat radiation 

into the sample results in a uniform temperature distribution in the melt and therefore reduced thermal 

convection. 

For the ternary Al-Mg-Zn sample, heating was performed inductively. This assures good mixing of 

the melt by forced convection. The skin effect and the electromagnetic forces inside the coil promote 

melt stirring (Fig. 1(b)). For both set-ups, the directional solidification was performed by moving the 

crucible through the heater into the streaming water. With a linear motor, the velocities can be varied 

in a wide range.  

 

Figure 1. experimental set-ups for directional solidification with reduced melt convection (a) and 

forced melt convection (b)  
 

For the Al-Cu sample in set-up (a), the crucible was maintained in its position for thermal stabilization 

for 3 h after the temperature gradient was established. Then pulling was performed with a velocity of 

3.2 µm s-1 for 30 mm. Subsequently, the velocity was changed abruptly to 2 µm s-1 (Fig. 2 upper 

graph). Solidification was then proceeded for further 30 mm.  

The ternary Al-Mg-Zn sample in set-up (b) was also maintained in the starting position for 3 h. 

Directional solidification was then started with 1 µm s-1. After a distance of 20 mm, the velocity was 

abruptly changed to 10 mm s-1 for 10 mm. Subsequently, the sample was again maintained in the 

current position for 3 h. Afterwards, fast pulling with 10 mm s-1 for 10 mm and subsequent holding 

for 3 h was repeated two more times. The final solidification step was then again slow directional 

solidification with 1 µm s-1 for 20 mm. The remaining melt was quenched by turning off the heating 

device for both samples. 
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Longitudinal sections of the samples were prepared metallographically. The composition distribution 

along the sample axis and the occurrence of secondary phases were investigated by SEM equipped 

with EDX.  

Results and Discussion  

Solidification with reduced melt convection: During solidification of primary (Al), the 

solute elements are piled up in front of the propagating solid/liquid interface. For the Al–Cu sample, 

the solute element (Cu) is of a higher density than Al and will form stable layering in the melt in front 

of the interface (that moves upwards). The stable layering together with the choice of the heating set-

up for a homogeneous temperature distribution in the melt and a reduced crucible diameter of 5 mm 

were expected to reduce melt convection sufficiently to reach steady state solidification. A 

concentration profile assuming solely diffusive solute transport in the melt was calculated applying 

the equations of Smith et al. [7]. Experimental solidification velocities, positions of velocity changes 

and a constant partition coefficient of 0.12 were considered. The calculated profile is plotted in Fig. 

2 together with the results of the elemental analysis in the sample. 

 
Figure 2. pulling velocities (upper graph) and Cu concentration along the sample with overall 

composition Al – 1.5 at% Cu together with calculated profile for completely suppressed convection.  
 

The measured concentration profile starts with the overall composition of ~1.5 at% Cu in the as-cast 

microstructure. In the region where the mushy zone was situated and which resolidified during the 

initial holding time, a concentration gradient with decreasing Cu concentration developed. The 

concentrations follow the decreasing solidus concentrations with increasing temperature along the 

sample axis in the temperature gradient. The position 0 mm is set to the position where the planar 

solid/liquid interface developed. It started to move when the pulling of the sample began with a 

velocity of 3.2 µm s-1. Judging from the evaluation of Mullins and Sekkerka [9], the planar front may 

have been in an unstable regime at this velocity. However, the microstructure was found to be single 

phase, and no lateral microsegregation was observed, as it would be the case for long cells or 

dendrites. Within the first 15 mm, the concentrations fairly fit to the initial transient of the calculated 

concentration profile. For the rest of the investigated solidification length, the Cu concentration is 

lower than predicted by the calculation. This indicates that convective flow in the melt was not fully 

suppressed. Remaining convection resulted in the partial depletion of the diffusion layer in front of 

the moving interface. The expected effect of an abrupt velocity change on the concentration profile 
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is severely diminished. It has been shown elsewhere that a sample diameter of 5 mm is still too large 

for pure diffusive solute transport [10]; the influence of convection on the evolution of the solute 

profile is still quite drastic. 

 

Solidification with enhanced melt convection: The set-up used for the solidification of the 

ternary sample promotes strong convection in the melt by inductive heating of the sample. Therefore, 

sufficient mixing of the solute elements in the melt is assured regardless of their individual density. 

The final concentration profile of the Al-Mg-Zn sample is shown in Fig. 3. Starting with the overall 

composition of the alloy, the concentrations of both alloying elements decrease linearly along the 

solidification direction within a transient of ~5 mm length. This is the region where the first 

solid/liquid mushy zone was situated and resolidified during the first holding time. During the holding 

time, eventually a planar solid/liquid interface developed. This was the initial condition for the 

directional solidification step with a planar front.  

During the first pulling with 1 µm s-1, the planar solidification front was stable. The melt in front of 

the solid/liquid interface is not constitutionally supercooled [9]. Considering the large diffusion 

distance in the solid and the slow solid diffusion, the solidification conditions are close to Scheil 

conditions [5]. Solidification proceeded with a concentration distribution close to the initial section 

of a Scheil distribution. Thus, for the first ~ 20 mm of the directionally solidified zone, the samples 

exhibit almost constant solute concentration.  

 
Figure 3. pulling velocities (upper graph) and Mg and Zn concentrations along the sample with overall 

composition Al–3.5at% Mg–1at% Zn. 

 

At the moment when the solidification velocity is abruptly changed to 10 mm s-1, the solidification 

front becomes unstable. A fine dendritic structure developes. However, SEM investigations show a 

single-phase microstructure at this position (upper part of Fig. 4), interdendritic eutectic or 

microsegregation were not observed. The concentration profile exhibits an abrupt increase for Mg 

and Zn at the position of the velocity jump. At this position, the higher melt composition is built into 

the solid phase to a higher degree. During the holding period subsequent to 10 mm of fast pulling, the 

dendrites homogenize to a microsegregation free structure that is single-phase. A new mushy zone 

forms during the fast pulling, which resolidifies quickly over the period of subsequent holding time. 

Resolidification is accelerated by the initial high density of solid/liquid interfaces in the dendritic 

structure. Liquid film migration (LFM) and temperature gradient zone melting (TGZM) [11-13] 

contribute to a fast solute transport out of the mushy zone into the remaining melt. Again, a steep 

concentration gradient evolves at the position of the second resolidified mushy zone. 
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Each time when the sequence of fast pulling for 10 mm with 10 mm s-1 and holding the sample in the 

temperature gradient is repeated, a new graded zone with steeply increasing and decreasing solute 

concentration is generated. For the Al-Mg-Zn sample shown in Fig. 3, the sequence was executed 

three times.  

The concentration interval of the peaks and the length of concentration gradients along the profile 

depend on the initial alloy composition and the temperature gradient. 

The last part of directional solidification was again conducted under conditions near Scheil with a 

pulling velocity of 1 µm s-1. Thus, adjacent to the concentration peaks, the sample exhibits another 

region of low solute concentration. The solute concentration increases more distinctly during the final 

solidification step as compared to the first section, because the solute enrichment is more pronounced 

in the remaining melt pool that is significantly shorter than at the earlier steps.  

 

 
 

 

All the concentration gradients that were produced due to effects at the solid/liquid interface were 

’frozen’ as solidification proceeded, because they were transferred to lower temperatures in the 

temperature gradient upon pulling. Diffusional changes of the concentration profile in the solid state 

are negligible over the period of solidification time. 

The solidification routine with forced melt convection is capable to produce samples with multiple 

concentration gradients. The concentration profiles can be tailored regarding the space between the 

peaks by intermediate sections of Scheil type solidification and regarding the height of the 

concentration peaks. For this, the length of faster solidification sequences must be shorter than the 

mushy zone length. Thus, the maximum peak composition will be lower than the melt composition 

at this moment. Furthermore, the peak width is adjustable by adapting the temperature gradient. 

The specifically graded samples that are now accessible are candidates for graded materials with 

sequentially changing properties. The variability of mechanical properties due to the solution 

strengthening can be further enhanced by precipitation annealing – precipitates are occurring only 

locally with varying density and size due to varying supersaturation. The localized precipitation is 

shown exemplarily at the position of a steep concentration gradient in the Al-Mg-Zn sample after 

aging for 5 h at 250°C in the lower part of Fig. 4. 

In diffusion data mining, samples featuring a specific concentration distribution designed with the 

elaborated solidification routine are a valuable starting condition for diffusion experiments in a 

temperature gradient. Such diffusion experiments aim at the determination of mobility parameters 

including their temperature dependence in a single diffusion heat treatment [14]. 

 

 

 

Summary 

Selected effects that cause macrosegregation and that may result in considerable concentration 

gradients in directionally solidified samples were evaluated. For the solidification conditions with 

Figure 4. SEM images with 

backscattered electrons contrast of a 

position where Zn and Mg 

concentrations increase steeply 

towards the right hand side. Lower 

image at the same position after 

precipitation annealing.  
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reduced melt convection it has been shown that in the initial transient zone, the experimental solute 

distribution approaches the theoretical concentration profile, while perfect steady state solidification 

is not attained in the studied sample length.  

For the solidification conditions with forced melt convection, a routine to create a sequence of 

concentration gradients was successfully elaborated. A combination of mushy zone resolidification, 

Scheil type solidification conditions performed with a planar front, and dendritic growth conditions 

were found to produce concentration profiles with a sequence of concentration gradients along the 

solidification direction. 
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Abstract: A laboratory benchmark casting experiment on the Sn-10 wt.%Pb alloy has shown an 

equiaxed zone in the up-left region of the casting [Hachani et al., Int. J. Heat Mass Transfer, 85 (2015), 

438-454]. It is not clear if the equiaxed crystals originate from heterogeneous nucleation or dendrite 

fragmentation. The current work is to use a three-phase mixed columnar-equiaxed solidification 

model to study its solidification process by assuming different crystal origins, due to either the 

heterogeneous nucleation, dendrite fragmentation, or a combination of them. Simulations are 

performed, and compared with the as-cast structure. The modeling results show that when the 

nucleation is considered as the sole origin of equiaxed crystals, it is difficult to ‘reproduce’ the 

experimental result, i.e. the calculated equiaxed zone is much narrower than the one of the as-cast 

structure. When the fragmentation is considered as the origin of equiaxed crystals, the shape of 

equiaxed zone seems closer to experimental one. The case with combination of nucleation and 

fragmentation show the best agreement with the experiment. Based on this modeling study, 

fragmentation seems to play a dominant role in the origin of equiaxed crystals.  

Introduction 

The laboratory solidification experiments were widely used to investigate the formation of as-

cast structure and related phenomena [1, 2]. Recently, an experiment setup with precise control of 

cooling rate and temperature gradient was designed [3], and a series of solidification experiments and 

post-mortem metallographic analyses of as-solidified benchmarks were performed at the SIMAP 

Laboratory in Grenoble, France [4]. It reported that there was an equiaxed zone in the up-left region 

of the benchmark under normal gravity condition. A hypothesis is that solute-rich liquid rises through 

the mushy zone and causes re-melting and fragmentation, which may explain the origin of equiaxed 

crystals. Based on the theoretical study on local remelting of the mushy zone [5, 6], the authors have 

proposed a simple formula to consider the fragmentation phenomenon in a mixed columnar-equiaxed 

solidification model [7, 8]. The fragmentation rate is dependent on the local melt concentration 

gradient and the interdendritic flow. A preliminary study has shown that the equiaxed zone in the 

benchmark casting is  reproducible by the numerical model if the fragmentation mechanism is 

considered [9]. It is also well known that the heterogeneous nucleation is an important crystal origin 

of many engineering castings [10]. Therefore, new questions arise: can the aforementioned as-cast 

structure be reproduced if only the heterogeneous nucleation is considered, and how does the as-cast 

structure look like if both fragmentation and heterogeneous nucleation are considered? To address 

above questions, the current work tries to use the same three-phase mixed columnar-equiaxed 

solidification model to analyze the solidification process with the emphasis on the transport of 

equiaxed crystals. Simulations are made with assumption of different crystal origins, due to either the 

heterogeneous nucleation, fragmentation, or a combination of them. The calculated mixed columnar-

equiaxed structure is compared with the as-cast structure, hence to get some indications about the 

most probable mechanism of the origin of the equiaxed crystals.  

Model descriptions 

The three-phase mixed columnar-equiaxed solidification model was described previously [8]. The 

three phases are the primary melt (ℓ), equiaxed (e) and columnar phases (c). Their volume fractions 

are quantified by
 
𝑓ℓ [-], 𝑓e [-], and  𝑓c [-], and 𝑓ℓ + 𝑓e +  𝑓c=1. Both the liquid and equiaxed phases are 
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moving phases, and the corresponding Navier-Stokes equations are solved. The columnar phase is 

assumed to be rigid and stationary. Nucleation of equiaxed crystals is assumed to occur following a 

classical Gaussian heterogeneous nucleation law. The inoculants (𝑛em [m-3]) serve as nucleation sites, 

which are activated as equiaxed crystals (𝑛eq[m-3]) by undercooling (∆𝑇 [K]) as follows: 

𝑁nu =
𝑛em

𝑛max
∙
𝐷(∆𝑇)

𝐷(𝑡)
∙

𝑑𝑛eq

𝑑(∆𝑇)
       (1) 

𝐷(∆𝑇)

𝐷(𝑡)
=

𝜕𝑇

𝜕𝑡
+ 𝑢ℓ ∙ (𝑚 ∙

𝜕𝑐ℓ

𝜕𝑥
−

𝜕𝑇ℓ

𝜕𝑥
) + 𝑣ℓ ∙ (𝑚 ∙

𝜕𝑐ℓ

𝜕𝑦
−

𝜕𝑇ℓ

𝜕𝑦
)   (2) 

𝑑𝑛eq

𝑑(∆𝑇)
=

𝑛max

√2𝜋∙∆𝑇𝜎
∙ 𝑒

−
1

2
∙(

∆𝑇−∆𝑇N
∆𝑇𝜎

)2
 .      (3) 

𝑁nu, 𝑁max, ∆𝑇N, ∆𝑇σ  mean heterogeneous nucleation rate [m-3 s-1], initial inoculant number density 

[m-3], Gaussian distribution width [K] and undercooling for maximum grain production rate [K], 

respectively.  𝑢ℓ, 𝑣ℓ, 𝑐ℓ, 𝑇ℓ , m indicate x component of liquid velocity [m s-1], y component of liquid 

velocity [m s-1], liquid concentration [-], liquid temperature [K], and liquidus slope [-], respectively.  

The method to treat dendrite fragmentation in the mixed columnar-equiaxed solidification model was 

described elsewhere [7]. The fragmentation-induced mass transfer rate (𝑀ce [kg m-3 s-1]) from 

columnar to the equiaxed is calculated: 

 𝑀ce = −𝛾 ∙ (𝑢⃗ ℓ − 𝑢⃗ c) ∙ ∇𝑐ℓ ∙ 𝜌e .                         (4) 

𝛾,  𝜌e are the fragmentation coefficient [-] and equiaxed phase density [kg m-3]. 𝑢⃗ ℓ  and 𝑢⃗ c denote 

liquid and columnar velocity vectors [m s-1]. Note that fragmentation occurs only with remelting, i.e. 

for the case of 𝑀ce > 0.0. For the case of solidification (calculated 𝑀ce has a negative value), we set 

𝑀ce = 0.0, i.e. no fragmentation should occur. The mass integral of all fragments as produced per 

time is proportional to the increase rate of constitutional supersaturation as caused by the 

interdendritic flow. The diameter of the fragment (𝑑e,frag
0  [m]) is proportional to the secondary 

dendrite arm space (𝜆2 [m]) and the volume fraction of the columnar phase (𝑓c): 

  𝑑e,frag
0 = 𝜆2 ∙ 𝑓c.      (5) 

Hence the rate of the fragment production (𝑁frag  [m-3 s-1]) can be calculated as: 

  𝑁frag =
𝑀ce

𝜌e∙
𝜋

6
(𝑑e,frag

0 )3
 .      (6) 

The transport of equiaxed inoculants is calculated as follows [11, 12].  

  
𝜕

𝜕𝑡
𝑛em + ∇ ∙ (𝑢⃗ ℓ𝑛em) = −𝑁nu .     (7) 

As the columnar dendrite structure and the equiaxed grains (crystals) are treated as two separated 

solid phases, evolutions of them by solidification are calculated explicitly. The amounts of them are 

quantified by their volume fractions, 𝑓c and 𝑓e. The columnar phase is stationary (𝑢⃗ c = 0). The motion 

of equiaxed crystals, 𝑢⃗ e, is calculated by solving corresponding momentum conservation equation. 

Transport of the number density of the equiaxed crystals, 𝑛eq, must be calculated with  

   
𝜕

𝜕𝑡
𝑛eq + ∇ ∙ (𝑢⃗ e𝑛eq) = 𝑁 ,     (8) 

by considering a source term N [m-3 s-1]. N should include the contribution of the heterogeneous 

nucleation, 𝑁nu, and the fragmentation, 𝑁frag.  
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Figure 1. Simulation settings for the 

benchmark casting: geometry and boundary 

conditions.  

 

           

 

 

 

Fig. 1 shows the configuration and settings of the simulation, as is in accordance with the experiment 

from Hachani et al. [4]. Sn-10 wt.%Pb alloy is considered. The thermodynamic and physical 

parameters can be found in reference [9]. 5 cases are calculated (Table 1). Case 1 assumes only the 

fragmentation as sole origin of equiaxed crystals, while Case 5 assumes heterogeneous nucleation as 

only origin. Case 2 to Case 4 consider both fragmentation and heterogeneous nucleation, with 

different nucleation parameters.  

Table 1. Numerical parameter study and different simulation cases. 

 origin of equiaxed crystals parameters 

Case 1 fragmentation only  𝛾 = 1.0 

Case 2 fragmentation + nucleation 𝑁max=5.0× 108  m-3,  ∆𝑇N =3.0 K, ∆𝑇σ = 3.0 K, 𝛾 = 1.0 

Case 3 fragmentation + nucleation 𝑁max=1.0× 109  m-3,  ∆𝑇N =3.0 K, ∆𝑇σ = 3.0 K, 𝛾 = 1.0 

Case 4 fragmentation + nucleation 𝑁max=5.0× 109  m-3,  ∆𝑇N =3.0 K, ∆𝑇σ = 3.0 K, 𝛾 = 1.0 

Case 5 nucleation only 𝑁max=5.0× 109  m-3,  ∆𝑇N =3.0 K, ∆𝑇σ = 3.0 K 

 

Results and discussion 

Fig. 2 shows the simulated equiaxed zone in the as-solidified benchmark casting for different cases, 

as well as the as-cast structure of experiment observation. Contour in Fig. 2(a) shows the result of 

Case 1 (only fragmentation). There is an equiaxed zone in the up-left region, extending to the middle 

of the bottom. There is a small portion of equiaxed crystals which are scattered in the right part of the 

benchmark. The equiaxed crystals are set to be detached from the columnar trunk and some of them 

are embedded in the space between different columnar dendrites. If both fragmentation and nucleation 

are considered in the solidification process (Case 2-4), the position of equiaxed zone would not 

change significantly, locating in the up-left corner. However, the equiaxed area becomes broader as 

the initial inoculant number density nmax increases (Fig. 2(b)-(d)). When the initial inoculants number 

density is considered as nmax = 5 × 109 m-3 (Case 4), the equiaxed zone is too large in comparison with 

the experiment (Fig. 2(d), (f)). The simulation result of Case 3 seems to show best agreement with 

the experiment using nmax = 1 × 109 m-3 (Fig. 2(c), (f)). The fragmentation of dendrite plays a 

significant role in the formation of the equiaxed zone. The numerical analysis shows that without 

dendrite fragmentation, Case 5 even with a very large initial inoculant number density nmax = 5 × 109 

m-3 would not be able to reproduce the experiment result, i.e. the calculated equiaxed zone is too 

narrow (Fig. 2(e)). 
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Figure 2. Calculated as-solidified equiaxed volume fraction contour for different cases 

with various parameters for equiaxed crystal origin and the as-cast structure of the 

experiment: (a) with fragmentation (Case 1), (b) with fragmentation and nucleation using 

nmax = 5 × 10
8 

m
-3

(Case 2), (c) with fragmentation and nucleation using nmax = 1 × 10
9 
m

-

3
(Case 3), (d) with fragmentation and nucleation using nmax = 5 × 10

9  
m

-3 
(Case 4), (e) 

only with nucleation using nmax = 5 × 10
9  

m
-3

 (Case 5) and (f) as-solidified structure 

observed from experiment [4]. 

The subsequent analyses are based on Case 3. As shown in Fig. 2(f), an accumulated equiaxed zone 

was obtained in the up-left corner region of the as-solidified benchmark casting, and this region 

extends to the middle bottom. The transport of the equiaxed crystals is responsible for this 

distribution. Equiaxed crystals are produced near the solidification front. Subsequently, they tend to 

sediment along the columnar tip front due to the density difference between liquid and solid crystals. 

Meanwhile, the melt flow also tries to bring them into the bulk region (left side) and a large portion 

of equiaxed crystals would move into the melt bulk. As moving in the melt, those crystals continue 

to grow if the melt is still undercooled, or they might be melted if they are brought into the overheated 

or supersaturated region. As the density of the melt is strongly dependent on the solute enrichment of 

the melt [9], the equiaxed crystals are with different capability of settling due to the different density 

variation between solid and melt all over the benchmark.  

 

 
Figure 3. Analysis of the crystals movement for Case 3 during solidification at 2300 s: 

(a) liquid velocity field overlaid with fc isoline; (b) equiaxed velocity overlaid with fe 

isoline; (c) schematic of melt flow and equiaxed movement (black dash lines indicate the 

circulation of melt flow and red arrows indicate the relatively moving direction of 

equiaxed crystals).  

A detailed analysis of the crystal movement for the moment at 2300 s is shown in Fig. 3. A clockwise 

liquid convection is observed in the melt. The intensity of the liquid flow is at the magnitude of 1 × 

10-3 m s-1 (Fig. 3(a)). Due to the drag force between liquid and equiaxed crystals, the equiaxed crystals 

also form a clockwise convection (Fig. 3(b)), similar as that for the liquid. Equiaxed crystals tend to 
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move downwards relative to the liquid (Fig. 3(c)). The convection cell gradually shrinks and moves 

to the up-left corner, till the end of solidification. It is essential for the formation of final as-cast 

structure and the details are discussed in [9]. It is worth mentioning that no matter where the crystals 

come from, nucleation or fragmentation, the movement of crystals obeys a same pattern. It is 

impossible to figure out the origin of the crystal once it is formed. 

    
Figure 4. Comparison of different equiaxed crystal origin mechanisms (Case 3): (a)-(c) 

contours of fragmentation rate at 1400 s, 1750 s and 2350 s, respectively;  (d)-(e) contours 

of heterogeneous nucleation rate at 1400 s, 1750 s and 2350 s, respectively. 

Comparison of the differences equiaxed crystal origins, fragmentation or heterogeneous nucleation, 

are made in Fig. 4. At 1400 s, the solidification front advances to about ¼ length of the benchmark 

from right cold wall. Crystals form slightly behind the solidification front, either by the mechanisms 

of fragmentation or nucleation. The fragment production rate is about 100 times larger than 

heterogeneous nucleation rate (Fig. 4(a), (d)). When the solidification front evolves to the middle part 

of the benchmark (1750 s), the fragmentation is witnessed only in some special locations, e.g. bottom 

and segregated channels. This phenomenon is connected to the local liquid flow conditions. 

According to Eq. 4, the fragmentation is not available when the dot production of liquid concentration 

gradient ∇𝑐ℓ and liquid velocity 𝑢⃗  is equal or greater than zero. At this moment, the solidification 

front is nearly vertical (Fig. 4(b)), as would lead to a similar direction of liquid velocity. It would 

result in the unfavorable condition for fragmentation. However, the nucleation mechanism takes 

effect continuously (Fig. 4(e)) with a relatively low production rate with the magnitude 1 × 107 m-3 s-

1. At the late age of the solidification (2350 s), the fragmentation of dendrite plays an important role 

to produce equiaxed crystals in the mush zone. It happens in a wide area slightly behind the 

solidification front (Fig. 4(c)). Heterogeneous nucleation, by contrast, makes a contribution to the 

formation of equiaxed crystals near the front (Fig. 4(f)). The combined effect of fragmentation and 

nucleation would result in finally an enrichment equiaxed zone, as is close to the experiment 

observation.  Even though the nucleation takes effect from the beginning to the end of solidification, 
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it is fragmentation that makes the dominant contribution to the crystals origination in the solidification 

process. 

Summary discussion 

Effects of heterogeneous nucleation and dendrite fragmentation on the formation of equiaxed 

zone in a solidifying Sn- 10% Pb benchmark were investigated by a three-phase mixed columnar-

equiaxed solidification model. With undercooling the inoculants in the melt will be activated as 

equiaxed nuclei, and they can develop into equiaxed crystals. Remelting is the main mechanism for 

the origin of equiaxed fragments. Once the crystal is formed, it tends to settle down in the melt, 

interacting with the melt flow through the drag force. A clockwise convection cell shrinks and moves 

gradually to the up-left corner at the late age of solidification, as is responsible for the formation of 

equiaxed zone in the up-left part of the benchmark. It is difficult to reproduce the equiaxed zone 

properly only through the contribution of heterogonous nucleation. Even though the case only 

considering fragmentation can reproduce the shape and position of equiaxed zone, it is the case that 

properly considering both nucleation and fragmentation fits best with the experiment. Fragmentation 

plays the dominant role in the production of equiaxed crystals. Since the simulations were made in 

2D, some details about the location of the crystal production were not properly revealed. For 

heterogonous nucleation, the Gaussian distribution width and undercooling for maximum grain 

production rate are given as fixed values. Additionally, a fixed value of 0.1 is assigned to 

fragmentation coefficient . Those parameters require further theoretic studies and experimental 

validations.   
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Abstract. High capacity aluminium heat exchangers are composed of many layers of brazing plates 

and fins and are brazed under vacuum. Brazing sheets consist of a core material clad with an Al-Si 

alloy that melts at much lower temperature than the core and provides the liquid needed to fill the 

joints by capillarity. Due to the size of the heat-exchangers, the temperature in the assembly cannot 

be homogeneous at any time, meaning that hotter and colder areas can exist during the brazing cycle 

which must be properly controlled to ensure a safe final assembly.  

In the present study, melting and re-solidification of the clad material has been investigated on disc 

samples machined out of a brazing sheet and processed under secondary vacuum using a lamp 

furnace. The re-solidified clad layers were observed on a diametrical section of the samples. As 

expected, higher brazing temperature increases the amount of liquid formed which evidences a 

dissolution stage following melting of the clad. Further, solid-state diffusion of silicon to the core 

during heating to the brazing temperature, and thus the change in the amount of liquid available at 

brazing temperature, was demonstrated by carrying out the experiments for two strongly differing 

heating rates. 

Introduction 

Aluminium heat-exchangers are commonly used for low temperature gas processing and 

liquefaction plants. They are often manufactured by controlled atmosphere brazing (CAB) using a 

flux to destroy the oxide film and thus to allow the filler metal to flow. In contrast, high capacity heat 

exchangers are assembled by vacuum brazing owing to their size. In this case, the filler metal contains 

magnesium or a similar element to disrupt the alumina film and to trap the oxygen or water left in the 

vacuum chamber [1]. 

Brazing sheets consist of a sandwich material, typically an Al-Mn core alloy cladded on one or 

both sides with an Al-Si alloy with a lower melting point than the core. At the brazing temperature, 

capillarity displaces the liquid clad to the joints where it will solidify upon cooling thus ensuring 

mechanical assembly. However, interactions between the clad and the core during the process can 

lead to serious defects affecting the mechanical strength or service capabilities of the heat exchanger. 

Amongst those interactions is diffusion of silicon from the clad to the core during the heating stage, 

which may decrease the amount of liquid available for joining and can lead to poor service properties 

of the assembly [2]. On the other hand, brazing at too high temperature or for too long time leads to 

detrimental dissolution of the core by the liquid clad, as emphasized by Zhao and Woods in their 

review [3]. 

This study investigates the effect of maximal temperature and of heating rate on the amount of 

liquid at the maximum brazing temperature. This is achieved by using 2 significantly different heating 

rates and 5 brazing temperatures, between 595°C to 625°C. The experiments were conducted on discs 

processed in a light furnace.  
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Materials and methods 

The samples consist of discs 9.8 mm in diameter machined out from a brazing sheet 1.5 mm in 

thickness made of a core in 3003 alloy clad on one side with 150 µm of 4004 alloy. The nominal 

compositions of the alloys are given in Table 1. Fig. 1-a shows a metallographic transverse section 

of the as-received brazing sheet: dispersed precipitates in the core alloy are Mn-bearing phases, while 

populated precipitates in the clad alloy are silicon particles. At higher enlargement, it would be 

possible to note that 3003 alloy presents precipitates and dispersoids of α-Al(Mn,Fe)Si and 

Al6(Mn,Fe) phases, while 4004 alloy shows also precipitates of Mg2Si and π-Al8FeMg3Si [4]. 

 

    
Figure 1. Micrograph of the upper part of the brazing sheet in the as-received state (a)  

and schematic of the experimental set-up (b). 

Table 1. Nominal composition (wt.%) of 3003 and 4004 alloys. 

 

The samples were processed in a light furnace under a secondary vacuum better than 5.10-5 mbar 

before starting heating. Fig. 1-b shows a schematic of the experimental set-up in which the sample is 

isolated from the environment by a quartz tube. Heating is achieved by means of an helical lamp and 

controlled by a thermocouple penetrating half-way within the sample.  

The temperature cycles consisted in heating at constant rate to a maximum hold temperature at 

which the clad alloy was melted. Five hold temperatures were used, namely 595°C, 605°C, 610°C, 

615°C and 625°C. Two heating rates have been used, a fast heating rate (FHR) of ≈120°C/min and a 

slow heating rate (SHR) of 0.6°C/min. In both cases, the samples were held for 5 min at the maximum 

temperature and then finally cooled down by turning off the lamp. The cooling rate was ≈ 50°C/min 

from 600°C to 300°C. 

Each sample was sectioned along a diametrical section, mounted, polished and then observed with 

light optical microscopy.  

Results and discussion 

Fig. 2 shows the cross section of the FHR-595°C (a), FHR-625°C (b), SHR-595°C (c) and SHR-

625°C (d) samples. All samples exhibit on the upper part a dendritic microstructure with a more or 

less overall lens shape that is associated with the re-solidified clad layer. It is clearly seen that the 

higher the hold temperature was, the greater the amount of re-solidified clad that shows a dissolution 

effect. Further, at a given hold temperature, and as would be expected, the quantity of re-solidified 

clad appears larger for rapid heating rate than for slow heating rate, because there is less time for the 

silicon to diffuse to the core. 

 

a

Quartz tube

Helical light

Thermocouple

Alumina tube

Sample

b

Alloy 
 Si  Fe   Cu  Mn Mg  Zn  Other 

3003 0.6 0.7 0.05-0.2 1.0-1.5 - 0.1 0.05 

4004 9-10 - - - 1-2 - 0.05 
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Figure 2. Mosaic images of the upper part of FHR-595°C (a), FHR-625°C (b),  

SHR-595°C (c) and SHR-625°C (d) samples. 

 

Fig. 3 compares the microstructure of the re-solidified clad layers at an enlargement allowing for 

better differentiating the various phases. As a general observation, it was seen that the amount of 

minor phases – i.e. eutectic phases – is higher at the top of the re-solidified layer than at the bottom, 

with the exception of sample FHR-625°C, which shows a more even distribution. This observation 

suggests that re-solidification of the liquid clad proceeded from the bottom in contact with the core 

to the outer surface. 

A second observation is that one may notice a few dark-grey blocky precipitates that are silicon 

precipitates in the two samples held at 595°C (Figs. 3-a and 3-c). The size and shape of these 

precipitates contrast with the thin lamellae corresponding to eutectic silicon precipitating during re-

solidification. In agreement with similar previous observations [5], it is postulated that these are 

precipitates which did not have enough time to fully dissolve within the 5-minute hold at 595°C. A 

close examination of the whole section of all samples showed the number of these precipitates 

decreases with holding temperature and increases with heating rate. 

As this hold temperature of 595°C is only slightly higher than the liquidus of the clad alloy [4], no 

or very little dissolution could have taken place during the process. Accordingly, the so-called 

depleted zone [2] due to solid-state diffusion of silicon from the clad to the core during heating should 

be present between the core and the clad. Indeed, comparing Figs. 3-a and 3-c shows that an area 

without small-sized precipitates is effectively observed which is much larger in the SHR sample than 

in the FHR one. The difference in thickness of these two areas must be due to the much more extensive 

silicon diffusion in the SHR sample than in the FHR and thus certainly represents the depleted zone. 

Using the time for the SHR sample to heat from 500°C to the start of melting at 577°C, namely t=7700 

s, and an average value for the silicon diffusion coefficient of D=5·10-13 m2·s-1 [6], the value of (D·t)0.5 

is 60 µm which compares well with the 40-50 µm observed for the thickness of the depleted zone in 

the SHR sample. Further, this was confirmed by micro-analyses showing a local maximum in silicon 

content that is much alike that seen in the work by Benoit et al. [7] and that relates to the position of 

the core/liquid clad interface at brazing temperature. 

Finally, it may be seen in Figs. 3-a and 3-c that the root of interdendritic regions may go down 

deep inside the depleted zone, and in some cases even reach the core alloy. This suggests that these 

are traces of liquid penetration at grain boundaries which re-solidified at the same time that the liquid 

clad re-solidified. This assumption is corroborated by the fact that the intermetallic precipitates in 

these areas mainly consist of -Al(Fe,Mn)Si. If this part of the samples had been fully liquid - and 

not only in the grooves – then the silicon content should have been higher and silicon lamellae should 

be observed together with -Al(Fe,Mn)Si precipitates. An interesting feature of liquid penetration is 

the characteristic distance between the grooves, which is seen to be much smaller for FHR samples 

than for SHR samples. 

a

c

d

b
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Figure 3. Micrograph of the upper part of FHR-595°C (a), 

FHR-625°C (b), SHR-595°C (c) and SHR-625°C (d) 

samples. The dashed lines show the location of the root of 

the (Al) dendrites. 

 

From the above description, the lower limit of the liquid pool – i.e. not considering the penetrations 

- could be located: this has been illustrated in Fig. 3 with the dashed lines. Then, the shape of the 

liquid lens was drawn for each sample by considering the lower limit as described and the upper 

surface of the sample as the upper limit. Fig. 4 shows the five drawings superimposed for FHR (a) 

and SHR (b) samples. In both cases, it is seen that the dissolution of the core material is quite limited 

except for the highest temperature of 625°C. 

 

a c

b d
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Figure 4. Overall shape of the re-solidified clad for the FHR (a) and SHR (b) samples. 

 

Using Fig. 4, the volume of liquid at the hold temperature has been evaluated, from which an 

equivalent even thickness of liquid, eliq, was estimated. The results are plotted in Fig. 5. A strong 

contrast is seen between the two series of experimental results, with SHR data showing a smooth 

increase in liquid amount with the hold temperature, whilst that for FHR samples appear nearly 

constant for all temperatures except 625°C. In fact, the time spent with the clad fully liquid changes 

from 5 to 5.5 min in the FHR series, while it varies from 5 to 55 min in the SHR series. It may thus 

be inferred that dissolution and liquid homogenization take place in a time comparable with the full 

duration of the FHR experiments, leading to the observed results.  

The results in Fig. 5 are compared with the theoretical values calculated assuming the composition 

of the liquid at the hold temperature is homogeneous and equal to that of the corresponding liquidus. 

For achieving the corresponding equilibrium, the liquid clad must dissolve some core material in an 

amount that increases with the hold temperature. The calculations were performed using data from 

the TCAL2 database [8] assuming the clad is a ternary Al-Mg-Si alloy with 1.5 wt.% Mg. The 

experimental value for the FHR-625°C sample agrees well with the theoretical predictions, while the 

clearly smaller amount of liquid for the SHR samples emphasizes the effect of solid-state diffusion 

of silicon from the clad to the core during the heating stage.  

Conclusion 

The metallographic observations reported in this work suggested that some liquid penetration 

occurred along grain boundaries in contact with the melted clad. This was accounted for when 

evaluating the boundary of the liquid lens formed at the brazing temperature. As expected, it was 

observed that the amount of liquid available for brazing depends on the maximal temperature and on 

the heating rate. A slow heating rate allows silicon to diffuse from the braze metal to the core of the 
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brazing sheet, and thus lowers the quantity of liquid remaining at the brazing temperature. Also, a 

high brazing temperature leads to marked dissolution of the solid core by the liquid braze. Finally, 

the variability of the results in the FHR samples suggests dissolution and homogenization take place 

within a couple of minutes once the clad is fully liquid. 

 

 
Figure 5. Amount of liquid versus hold temperature for the FHR and SHR samples. 
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Abstract. This work studies the morphological evolution of the primary austenite developed in 

hypoeutectic alloys of the main three industrial cast Fe-C alloys. The solidification of three 

hypoeutectic alloys treated with different Mg contents to form respectively, lamellar, compacted and 

spheroidal graphite morphologies, is studied through a re-melting experimental technique. The 

evolution of the primary microstructures at the mushy zone is observed under isothermal conditions 

and studied at room temperature by means of interrupted solidification experiments. The application 

of shape independent quantitative parameters to the quenched micrographs confirms the reduction of 

the total interfacial area of the primary austenite as result of a coarsening process during the 

isothermal treatment. The three families of alloys show a similar behavior in the evolution of the 

primary austenite coarsening process, with a similar coarsening rate when expressed as a function of 

the isothermal time. 

Introduction 

Dendritic growth is the most common growth mechanism for primary microstructures in 

hypoeutectic cast alloys [1]. The final morphology of these primary dendritic microstructures is 

responsible in a great manner of the final properties of the material [2] and a correct interdendritic 

feeding during solidification [3]. 

Consisting of primary trunks and secondary arms [4], the evolution of these dendritic 

microstructures is governed by a coarsening process which minimizes the interfacial free energy of 

the system [5] by reducing the solid-liquid interfacial area per volume [6]. As result of this diffusional 

process, the length scale of the system increases while the total interfacial area decreases [7].  

The complexity of these dendritic microstructures endorsed the use of the secondary dendrite arm 

spacing (SDAS) [8] as a traditional parameter to characterize the coarsening process. SDAS follows 

a linear relation with the cube root of the time over which solid and liquid coexist, t1/3 for both normal 

and isothermal coarsening processes [1, 9]. However, the morphological changes induced under long 

coarsening times involve dendrite multiplication and coalescence [10]which made necessary the use 

of shape-independent size parameter to characterize the full microstructural evolution [4]. Three-

dimensional investigations allowed the measurement of the surface area per unit volume of the entire 

system [2, 7] and the simulation of its evolution for a wide range of binary alloys [11]. However, the 

application of this three-dimensional techniques is scarce in complex industrial alloys such as the Fe-

C alloys. 

In the case of cast Fe-C alloys, the dendritic microstructure formed during the primary 

solidification in hypoeutectic melts is known as primary austenite. Whereas the primary austenite, is 

the most important solidification phase contributing to the mechanical strength of the material in the 

Fe-C alloys, it has been traditionally neglected when compared to the eutectic graphite 

microstructures when correlations between microstructure-mechanical have been proposed [12]. The 

difficulties in revealing the primary austenite on the microstructure at room temperature, as the 

austenite undergoes a solid-state transformation during cooling, promoted a great advance on the 

knowledge front of the eutectic solidification, being studies on the role of the primary austenite rare 

in the literature. Therefore, the study of the coarsening process of the primary austenite has received 
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little attention in the previous decades [13, 14]. In recent investigations, the mechanical properties in 

hypoeutectic melts have been found to be directly related to the final morphology of the primary 

dendrites in lamellar graphite cast iron (LGI) [15]. Additionally, the presence of coarsened dendrites 

has been reported inside shrinkage porosities for compacted graphite iron, suggesting a connection 

between both phenomena [16]. Consequently, it is of major importance to understand the evolution 

of this primary microstructures during solidification to control the mechanical properties and foreseen 

the possible existence of solidification defects in the material. 

The scope of this work is to study the morphological evolution of primary austenite under 

isothermal conditions for the three main families of Fe-C cast graphitic alloys with industrial 

applications. By re-melting experiments, the composition of the melt will be controlled to produce 

lamellar (LGI), compacted (CGI) and spheroidal graphitic cast iron (SGI). In combination, the 

application of an isothermal treatment at the mushy zone to promote a coarsening process combined 

with interrupted solidification experiments will allow the study of the evolution of primary austenite. 

Experimental Procedure 

Two alloys have been used for this study. First, an industrial hypoeutectic LGI, with a chemical 

composition used to produce automotive components was cast under industrial foundry conditions. 

This material is the base for the LGI investigation. Second, a base hypoeutectic SGI alloy was cast 

within laboratory conditions with the purpose of being the base material for the SGI and CGI 

investigations. The chemical composition of both alloys is shown in Table 1. Cylindrical specimens 

of 38 mm diameter with an approximate height of 42 mm were produced from both base alloys. 

Table 1. Chemical composition of the base alloys. CE* = C + 1/3 (Si + P). 

Element [wt. pct.] C Si Mn P S Mg CE* 

Base LGI 3.3 1.8 0.60 0.034 0.086 - 3.9 

Base SGI 3.4 2.5 0.68 0.030 0.010 0.063 4.2 

The cylindrical samples of the base alloys were subjected to a re-melting process inside a vertical 

tube electrical resistance furnace with an inner Ar neutral atmosphere. For the base LGI experiments, 

the re-melting process consisted on a heating cycle of 90 min from room temperature to 1723 K (1450 

°C) and holding time of 30 min. For the base SGI, two different holding times were used depending 

on the intended final graphite morphology. The mechanism of Mg fading that influences the presence 

of O in the melt and thus the morphology of the final graphite particles needs to be tailored during 

the re-melting process [17]. This process is critical to achieving final alloys of the required 

compositions. For the obtention of spheroidal graphite, a holding time of 10 min was applied, while 

for the case of compacted graphite it was required 80 min of holding time. The base samples were 

then cooled down inside the furnace leading to a solidification process. Preliminary experiments were 

performed to acquire the thermal data required for the definition of an isothermal profile which later 

will enable the study of the coarsening mechanism for each alloy. These preliminary experiments the 

consisting in a re-melting process followed by a natural cooling process inside the furnace produced 

fully solidified as-cast specimens, the results can be observed in Fig 1.  

The interrupted solidification experiments were performed in the following sequence. The sample 

was re-melting and held at 1723 K (1450 °C) for the time described above for each alloy. Then a 

solidification process began inside the furnace. This process was then halted after the thermal 

coherency when a coherent dendritic primary austenite structure has been formed. At this moment, 

an isothermal treatment was applied, promoting the isothermal coarsening process of the existing 

primary microstructure. Once the end of the isothermal treatment was reached, the sample was 

quenched into agitated water, interrupting the solidification and preserving the dendritic 

microstructures at room temperature. For each Fe-C system, isothermal times of 10, 30, 60 and 90 

min were studied. An additional sample for 0 min of isothermal treatment was quenched from the 

thermal coherency temperature, right before the isothermal treatment starts. This allowed the 

observation of the original coherent dendritic microstructure. 
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(a) (b) 

 
(c) 

Figure 1. Representative micrographs of fully solidified samples of (a) spheroidal, (b) 

compacted, and (c) lamellar hypoeutectic graphitic cast irons after the re-melting process, i.e. 

full solidification after the re-melting process. 

The samples produced after the quenching were sectioned perpendicularly to the longitudinal axis 

at their middle section. The preparation of the surface was carried out by mechanical grinding and 

polishing. An additional etching process based on subsequent polishing steps [18], was applied to 

reveal the primary microstructures. The etched micrographs were then transformed into binary images 

where dendrites were represented as black color phase, as shown in Fig. 2. The fully solidified 

samples from the preliminary experiments followed the same preparation including an additional 

color-etching process with a picric acid solution, as shown in Fig. 1. 

Several microstructural parameters were measured on the binary images to perform the two-

dimensional quantitative analysis of the coarsening process. The fraction, fγ
′ , Eq.1, the perimeter, Pγ′ 

and area, Aγ
′ , of the primary austenite are measured to later calculate the relevant morphological 

parameters associated with the microstructural evolution. Based on stereological relations, the 

modulus of primary austenite, Mγ
′  [μm], Eq.2, the hydraulic diameter of the interdendritic phase, DIP

Hyd
 

[μm], Eq.3, and the distance to the nearest neighbor, Dγ,[μm], measured by Olympus Stream Motion 

Desktop software 1.9.1, were used to the characterization of coarsening phenomena. The secondary 

dendrite arm spacing, SDAS, was also measured on the microstructure as it is a classical parameter 

used to characterize the coarsening process in the literature. The morphological parameters used for 

the analysis of the microstructural evolution are described as follows: 

 fγ
′ =

Vγ
′

V
=

Aγ
′

A
 (1) 
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 Mγ
′ =

Vγ
′

Sγ
′ =

Aγ
′

Pγ
′  (2) 

 DIP
Hyd

=
VIP

SIP
=

AIP

PIP
=

A − Aγ
′

Pγ
′  (3) 

The variables V, A, S, and P stand for volume, area, interfacial surface area and perimeter, 

respectively. The subscripts: T, γ', and IP, refer to total, primary austenite, and interdendritic phase, 

respectively. 

Results and Discussion 

The isothermal treatment applied to the samples promoted the coarsening of the primary austenite in 

the three Fe-C alloys studied. All the alloys show a similar behavior as a function of the isothermal 

holding time. As can be seen in Fig. 2 for the case of SGI, the original dendritic microstructure, Fig. 

2 (a), starts a coarsening process, following the classical Ostwald mechanism. Ripening, Fig. 2 (b), 

dendrite multiplication, Fig.2 (c) and coalescence Fig.2 (d) are observed [10]. 

 
 

(a) (b) 

  
(c) (d) 

Figure 2. Binary images extracted from the quenched samples for quantitative analysis. The 

microstructure of the primary austenite is shown in black after (a) 0 min, (b) 10 min, (c) 30 min, 

and (d) 90 min of isothermal coarsening for a spheroidal graphitic Iron-Carbon melt. All images 

are shown at the same magnification. 

The SDAS shows a similar behavior to other technical alloys studied previously in the literature 

[1] with a linear relation with the cubic root coarsening time (t1/3), Fig. 3. However, the error 

accumulated when using SDAS, or any other local features, to characterize the coarsening, increases 

with longer times. This is a direct consequence of the coarsening mechanism itself. It is therefore 

recommended to use shape-independent parameters like those proposed in this work or in other works 

in literature in two-dimensional [4] or three-dimensional studies [11]. 
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Figure 3. SDAS as a function of the coarsening time for SGI, CGI, and LGI. 

The modulus of the primary austenite phase, Mγ, illustrates the reduction of surface area to volume 

ratio of the austenite crystals occurring during the coarsening process, Fig. 4(a). The spatial 

arrangement that takes places simultaneously is shown by Dγ, Fig. 4(b). the distance between 

austenite crystals, which also increases as a function of the coarsening time for SGI, CGI, and LGI. 

The hydraulic diameter of the interdendritic phase, DIP
hyd

, Fig. 4(c), which illustrates the space 

between dendrites, follows a relation with the isothermal holding time. However, it shows a larger 

dispersion than the Mγ and the Dγ, due to its dependency with the austenite fraction area, which shows 

small variations due to the experimental restrictions of a two-dimensional investigation, Fig. 4(d). 

 
 

(a) (b) 

  
(c) (d) 

Figure 4. (a) The modulus of the primary austenite phase, Mγ, (b) distance between austenite particles, Dγ, (c) 

hydraulic diameter of the interdendritic phase, DIP
hyd

, and (d) measured area fraction of primary austenite, fγ, as a 

function of the coarsening time for SGI, CGI, and LGI. 
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Summary  

The coarsening process of the primary austenite in the three main cast Fe-C alloys with industrial 

applications has been analyzed under isothermal conditions. The main quantitative stereological 

parameters applied to the study of the coarsening process of primary austenite, SDAS, Mγ, DIP
hyd, and 

Dγ show a very similar behavior to that observed in other technical alloys, representing a linear 

relation to t1/3. Despite the three different alloys studied and the varying ranges of fraction of austenite 

measured, the data show small scatter and similar rates when expressed as a function of t1/3. These 

observations suggest that the coarsening process of primary austenite, occurring in the solid-liquid 

region during the primary solidification for the three main families is not influenced by the presence 

of impurities, such as O, which on the contrary, do play an important role during the eutectic 

solidification modifying the growth of the graphite and determining its final morphology [3]. 
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Abstract. Addition of small amount of Zr element to aluminum or aluminum alloys enhance their 

mechanical properties, thermal stability and electrical conductivity. These features are also affected 

by chemical component, homogenity, processing technology and microstructures of the alloys. The 

alloys with smaller sized microstructures are more favorable and structures of the solidified materials 

change with the variation of the solidification processing parameters (namely; composition; Co, 

temperature gradient; G, growth rate; V). Knowing the relationship between microstructures and 

solidification processing parameters helps the understanding of the properties of the materials. The 

aim of this study is to experimentally investigate the variation of microstructural parameters with 

growth rates in the Al-0.25wt%Zr alloy. In this study the alloy was solidified with five different 

growth rates (8.3- 166 µm/s) under constant temperature gradient (8.50 K/mm). After metallographic 

examinations microstructural parameters were measuered and the dependence of the microstructure 

parameters and growth rates were obtained with linear regression analysis. It was observed that the 

microstructure parameters decrease while the growth rates increase.  

 

Introduction 

Due to their high strength-to weight ratio, aluminium and its alloy are used in a wide range of 

industrial applications such as transportation, particularly with aircraft and space vehicles, 

construction and building, containers, packaging and electrical transmission lines [1]. Aluminium and 

its alloys are used in all bare overhead energy transmission lines. Al-Zr heat resistant overhead energy 

transmission lines have higher operating temperatures and longer service life than the other overhead 

line conductors [2]. Zirconium additions (0.1-0.3wt%) to Al have been reduced the as-cast grain size 

and increased the operating temperatures of Al-Zr alloys up to 210 0C without a loss in the tensile 

strength [3]. 

It is well known that the mechanical properties of metallic materials are affected by their 

microstructures. The mechanical properties of directionally solidified Al-based alloys, which are 

important commercial materials, have been reported in several researchers [4-6]. The solidification 

processing parameters, (growth rate, V, temperature gradient, G, initial composition of the alloy, C0), 

of the alloys directly affect the microstructures of the alloy system, significantly influencing the 

mechanical behavior. Hence the effect of the solidification processing parameters and microstructure 

parameters, (cellular spacing, λ, grain size, d), on mechanical properties have been studied intensively 

[7-10]. So it is important to obtain more insight in to the relationship between the solidification 

processing parameters and the microstructure parameters. 

In the steady-state directional solidification experiments, V, G, C0 can be independently controlled, 

so that one may investigate the dependence of microstructural parameters, λ, on either V at constant 

G or G at constant V for the constant C0. The most experimental studies have been shown that the 

microstructural parameters decrease as the processing parameters increase for the constant C0. 

Literature surveys show several theoretical models [11-13] use to examine the effect of solidification 

processing parameters on the microstructural parameters. Hunt [11], Kurz-Fisher [12], Trivedi [13] 
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have been proposed detailed theoretical models to characterize cells and dendrite arm spacing during 

steady-state conditions as a function of G, V, C0. 

The aim of the work is to obtain more insight in to the microstructure and phase selection of the 

single phase and to investigate the relationship between the growth rate, V, and cellular spacing in 

the Al-0.25wt% Zr alloy. 

 

Experimental 

Controlled Solidification.  

The Al-0.25wt%Zr alloy was prepared by using high purity Al (≥99.99 wt. %) and Zr (≥99.99 wt. %) 

by melting in a graphite pot inserted in a vacuum melting furnace. After allowing time for melt to 

become homogeneous, the molten master alloy was stirred and quickly poured into the graphite 

crucibles (inner diameter of 9.5 mm and 200 mm in length) and then pulled to the cold region of the 

furnace. The specimens were directionally frozen from bottom to the top under vacuum to avoid the 

occurrence of air pores. Afterwards every graphite specimen was positioned in a Bridgman type 

furnace. After stabilizing the thermal conditions in the furnace under an argon atmosphere the sample 

was withdrawn downward about 90- 100 mm with a known pulling rate by means of a synchronous 

motor and then the sample rapidly quenched. The block diagram of the experimental set up is shown 

in Fig. 1. Samples were solidified under steady state conditions with different growth rates, V (8.3- 

166 µm/s) at a constant temperature, G (8.50 K/mm) in order to see the effect of V on cell spacing, 

λ.  
 

 

Figure 1. Block diagram of the directional solidification experimental setup. 

 

Measurement of solidification processing parameters (G and V). The temperature of the 

Bridgman type furnace was controlled by a 0.5 mm insulated K-type thermocouple placed between 

the heating element and alumina tube. The temperature could be controlled to about ±0.1 K during 

the run. Four insulated K-type 0.5 mm diameter thermocouples with known distances were placed 

into a four bored alumina tube which was parallel to the heat flow direction inside the crucible. (Fig 

2). All of the thermocouple leads were connected to a data logger interfaced with a computer and the 

temperature data recorded simultaneously. When the third thermocouple was at the solid- liquid 

interface and then the first and the second thermocouples in the liquid, their temperatures were used 

to obtain temperature gradient G. G could be kept constant during the run by keeping the temperature 

of the cooler part and the hotter part of the furnace constant, and the distance stable between them.  
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The positions of the thermocouples were measured by electronic caliper having accuracy of ± 0.02 

mm after the quench. Careful experimental measurements showed that the pulling rates of the samples 

were equal to the magnitude of the growth rates. The solidification time and solidified distance were 

measured for the run and the ratio of them gives the growth rate V.  

Metallographic examination.  

The unidirectionally grown quenched specimen was removed from the graphite crucible, then 

ground to observe the solid-liquid interface. The longitudinal sections of the samples (10 mm) which 

included the quenched interface were separated from the specimen and set in the cold mounting resin. 

The longitudinal and transverse sections of this part were ground, polished using diamond paste to a 

1 μm finish and etched within the Keller’ solution to reveal the microstructure. The microstructures 

of the specimens were investigated by using optical microscopy. 

Figure 2.  The specimen solidified in directional solidification furnace. 

 

Measurement of cell spacing. The cell spacing, λ was measured on the longitudinal sections of each 

sample by using linear intercept method. At the linear intercept method, λ is obtained by measuring 

the distance between adjacent cell tips. Totally 20-50 λ were measured by using the mean linear 

intercept method on the longitudinal sections depending on the growth conditions.  

 

 

Results and Discussion  

It is well known that there is a dependency between growth rate, V and cell spacing, λ in 

directionally solidified alloys. To determine this dependency in Al-0.25wt%Zr alloy a series of 

directional solidification experiments were carried out at 5 different growth rates, V (8.3- 166 µm/s) 

under a constant temperature gradient, G. Figure 3 shows the typical longitudinal views of 

microstructures. Cellular microstructures occurred at the interfaces can be seen from these 

photographs. 

The measured λ values with standard deviations are given in Table 1. The variation of λ with V 

was plotted in Figure 4 and the mathematical relationship was obtained by linear regression analysis. 

The result is given in Table 2. The power law dependency of λ on V was obtained from Figure 4. 

These calculations have led to the establishment of the following general relationship: λ =kV-a, where 

k is proportionality constant, a is the growth rate exponent values of λ. 

 Experimental observations show that the values of λ decrease as V increase. As can be seen from 

Table 2 the value of exponent a is found to be the range of 0.40 for Al-0.25wt%Zr alloy. The 

theoretical models predict the growth rate exponent value of λ as 0.25 [11-13]. Therefore our 

experimental result of the growth rate of λ is higher than the exponent values of Hunt [11], Kurz-

Fisher [12] and Trivedi [13] models.  
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Figure 3.  Microstructures of directionally solidified Al-0.25wt%Zr alloy 
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Figure 4. Variation of λ with V in directionally solidified Al-0.25wt%Zr alloy a) linear, b) logarithmic. 

 

 

 

Conclusions 

In the present study, the Al-0.25wt% Zr alloy was solidified unidirectionally upward under 

different growth rates at a constant temperature gradient. The principal results can be summarized as 

follows: 

1. Generally cellular microstructures form at low growth rates, (<10µm), the cell/dendrite transition 

forms at higher growth rates (<20µm) and then then the dendritic structures form at much higher 

growth rates. However the cellular microstructures were observed for all growth rates in the Al-

0.25wt% Zr alloys. 

2. It was seen that the values of λ decrease as the values of V increase. 

3.The range of growth rate exponent, (a=0.40), is in good agreement with some previous experimental 

values [14-16] and higher than the results of the theoretical values [, (0.25), and some other 

experimental values [17-19]. This means that the growth rate, V, on the microstructures in Al-

0.25wt%Zr alloy is more effective than some other Al-based alloys or these discrepancies might be 

due to the grain refining of Zr in Al.  
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Table1. Effect of growth rates on microstructure parameter for directionally solidified Al-0.25wt%Zr 

alloy for a constant  G (G=8.50 K/mm). 

Growth Rate, V (μm/s) Cell Spacing, λ (μm) 

8.30 83.84±9.91 

16.60 64.02±7.57 

41.50 45.08±5.20 

83.00 33.70±3.78 

166.00 24.88±2.66 

Table 2. Dependency of  λ on V at a constant G. 

=kV-0.40 k =199,021 m1.52 s-0.52 r1=-0.999 
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Abstract. High entropy alloys or complex concentrated alloys have recently gained wide attention 

due to their excellent high temperature properties. New alloys are also being explored for functional 

properties towards magnetic and thermoelectric applications. Unlike conventional alloy design, 

exploration of high entropy alloys involves the central region of the phase diagram. Microstructures 

of these alloys processed through melt route have shown multiple phases which challenge their 

designation as high entropy alloys. Undercooling is a possibility to obtain metastable microstructures. 

Solidification studies on undercooled alloys of this class are limited to only a few in the open 

literature. In this work, undercooling studies were carried out on FeCuNi{X} series of alloys where 

{X} = {Co, Sn}. Microstructure evolution was correlated to the extent of undercooling. A maximum 

undercooling of >200 K was achieved in these studies. During solidification, high speed video 

imaging was employed to measure the recalescence growth velocity as a function of undercooling. 

The growth velocity showed sluggish compared to Ni based alloys below 175oC undercooling 

temperature.  

 

Introduction 

Multicomponent alloys with equatomic compositions have attracted many research groups for 

the last few years. These alloys can be called with different designations like high entropy alloys 

(HEAs) [1], complex concentrated alloys [2], etc. High entropy alloys with remarkable properties are 

reported in literature [2]. This category of alloys can be a potential candidates in different sectors 

such as high temperature applications [3 4], cryogenic applications [5], functional applications [6], 

structural applications [7] etc. For the application, the behaviour of these alloys at different processing 

conditions and understanding of its physical metallurgy is required. Presently different processing 

techniques are employed to manufacture HEAs, which include conventional castings, mechanical 

alloying with sintering and induction melting, etc. The study of solidification behaviour of these 

alloys under different conditions is limited and needed to be explored. 

 There are a few undercooling studies reported on HEAs such as CoCrCuFeNi [8,9] and 

WMoTaNbZr [10].These studies shown the liquid phase separation phenomenon could be occurred 

at undercooling conditions in CoCuFe containing alloys. Liquid phase separation was reported in as 

cast condition of HEAs which violates the concept of HEA phase formation [11]. In case of 

WMoTaNbZr alloys shows stable BCC phase at all levels of undercooling [10]. HEAs behaviour at 

different undercooling conditions is yet to be explored. Sn added HEAs were reported to be good at 

corrosion properties in NaCl solution while compared to 304 stainless steel [12]. In this present study 

FeCoNiCuSn5 HEA was taken for undercooling studies. The microstructure variation and observed 

growth velocity was correlated with different undercooling temperatures. 

 

Experimental Details 

As cast samples in the form of button with a weight of 20 gm were prepared by using vacuum arc 

meting technique with a non consumable tungsten electrode. The pure elements (>99.9%) was 
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weighed based on the atomic proportion and melted in the argon atmosphere. The samples were 

melted for six times to get a homogeneous distribution of alloying elements and after each melting, 

cast buttons were flipped. The arc melted button was cut in to required quantity by using electrical 

discharge machining and the cut samples were polished to remove the oxide layer. The undercooling 

experiments were carried out using melt fluxing technique and boron tri oxide was used as a flux 

during experiments. Temperature data with respect to time was captured using two colour infrared 

pyrometer with an accuracy of ±5oC. The high speed imaging of solidification process was captured 

by using Photron FASTCAM® high speed camera with 1 lakh frames per second and the data was 

analysed by using Photron FASTCAM® Viewer software. The as cast and undercooled samples were 

characterised by using back scattered electron imaging with EDS attachment using Quanta 400®. 

Structural characterisation was done by XRD using X’pert Pro PANalytical® with Cu-K ( = 

0.154056 nm) radiation, operated at 45 kV and 30 mA, with a step size of 2 = 0.017 deg. 

Transmission electron microscopy studies were done on Technai-FEI® to identify phases in as cast 

samples. 

 

Results and discussion 

As cast microstructure 

The as cast sample consists of 3 major phases such as FeCoNi rich phase, Cu rich phase and CuNiSn 

rich phase. Since Cu having immiscibility with Fe and Co, it will segregate in the interdendritic 

region. Fig. 1 shows the existence of three phases in the present alloy. 

 
Figure 1. BSE SEM image of as-cast sample and its EDS mapping 

 

From the BSE low magnification image, it is clear that the FeCoNi phase is the primary dendritic 

phase with Cu rich and CuNiSn rich phases formed in the interdendritic regions It is evident from the 

EDS mapping that the Fe and Co are almost absent at the interdendritic region where as Ni distribution 

is less in the interdendritic region but not completely depleted. TEM analysis shown in Fig. 2 confirms 

that the major phase in the alloy is disordered FCC. 

 
Figure 2. TEM micrograph and EDS quantification of as cast sample 
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From EDS spot analysis in TEM, it is clearly shown that the primary phase formed is FeCoNi rich 

and it also confirms that Ni is distributed in Cu rich and CuNiSn rich phases. The CuNiSn rich phase 

consists of a major amount of Cu and Ni. The TEM reveals formation of fine precipitates in the Cu 

rich region which may be due to the immiscible nature of Cu with Co and Fe leading to precipitation 

or segregation.   

 

Time temperature characteristics 

The typical temperature variation with respect to time for the alloy chosen is shown in Fig. 3. The 

liquidus of the studied alloy is 1363oC marked in the Fig. 3. The undercooling temperature is taken 

as the difference between the recalescence temperature and liquidus temperature. The curve shows a 

primary recalescence event which corresponds to the formation of FeCoNi rich primary dendritic 

phase and slope change around 950oC shows the formation of CuNiSn rich phase. The studied alloy 

shows a maximum undercooling of 0.15TL. 

 
Figure 3. Typical time temperature characteristics of FeCoNiCuSn5 during undercooling 

experiments 

Undercooled microstructure 

SEM-BSE image shown in Fig. 4 confirms the variation of undercooled samples compared to as cast. 

It is clear that all phases are present in all level of undercooling and also confirms that with increasing 

level of undercooling there is a refinement in microstructure. There are reports on liquid phase 

separation of Fe and Cu rich region in Fe-Cu-Sn system at different undercooling conditions [13]. 

The studied alloy shows no liquid phase separation and no macro segregation at all level of 

undercooling. 

 
Figure 4. SEM-BSE images and XRD pattern of undercooled sample  

 

The XRD analysis confirms that the phases are stable even at deeper undercooling in the studied 

HEA. The deconvolution in the first peak reveals that the presence of 3 phases which are having close 

lattice parameters. The XRD confirms that there is no major peak shifting and also the strain due to 

undercooling in this system is negligible. 

 

Growth velocity 

Fig. 5 shows the growth velocity calculated from the high speed video imaging confirms that the 

growth velocity increases with the undercooling temperature. The velocity order shown here is 

sluggish (at undercooling below 175oC) compared to the pure metals and conventional Ni based 
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alloys. In the higher undercooling regime (above 175oC) the observed growth velocity is more than 

5 m/sec (not shown in Fig. 5) may attributed to the deep undercooling achieved. The red curve shown 

in figure 5 confirms that the velocity variation with respect to undercooling temperature increasing 

non-linearly in the range of undercooling below 175oC. The dependence of growth velocity with 

undercooling temperature in the system can be written as  

Growth velocity (V) (m/sec) = 1.1346x10^-7(ΔT) 2.95815 

The growth velocity in the current system was sluggish compared to the Fe-Co binary systems [14] 

and comparable to the commercial tool steels [15]. The velocity domain is comparable with the 

reported HEAs such as CoCrCuFeNi and WMoTaNbZr. The observed velocity was comparable to 

intermetallic compounds [16] and lower than Ni based alloys [17]. The growth velocity of Fe-Cu-Sn 

system which has shown liquid phase separation [13] was lower than the studied HEA 

 
Figure 5. Growth velocity Vs. undercooling temperature 

 
Figure 6. Compositional variation of individual elements in different phases 

 

The EDS analysis of individual elements in different phases plotted in Fig. 6. It shows that the 

individual element atomic fraction is almost equal in FeCoNi rich phase at all levels of undercooling. 

The Cu and Sn are slightly increasing with increase in undercooling confirms there is no significant 

solute trapping in the primary dendritic phase. The dip in Cu concentration in Cu rich phase at highest 

undercooling may be due to solute trapping in this regime. This might be the reason for high velocity 

in that domain. 

 

Summary 

Undercooling studies on FeCoNiCuSn5 alloy was carried out and obtained a maximum 

undercooling temperature of 0.15TL.The studies confirm that that the phase stability of studied HEA 

in deep undercooling conditions. There is no metastable phase formation in this system at all levels 

of obtained undercooling. The growth velocity increasing non-linearly in the range of undercooling 

temperature below 175oC. EDS results confirms that there is no significant solute trapping with 

respect to undercooling in the studied alloy. 
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Abstract 

M23X6 (M-transition metal, X-nonmetal) phases widely exist in alloy steels and some other 

multicomponent alloys, but were seldom solidified from binary alloys. In the present work, a series 

Co-(18.5~20.7)at.%B melts encompassing the eutectic composition (Co81.5B18.5) were solidified at 

different degrees of undercooling. It is found that the metastable Co23B6 phase solidifies as a 

substitute for the stable Co3B phase in the alloy melts undercooled above a critical undercooling 

value of ~60 K, and can be retained to room temperature if the cooling rate is larger than 25 K min-

1. This phase was confirmed to be the classic Cr23C6-type structure (space group Fm-3m) with a 

lattice parameter, measured by Rietveld refinement method, of a=10.4912(1) Å. On exposure of the 

metastable Co23B6 phase at a given temperature above 1208 K, it does not decompose even after 

several hours. But it transforms by a eutectoid reaction to alpha-Co+Co3B at lower temperature. The 

Co23B6 and alpha-Co phases make up a metastable eutectic. The corresponding eutectic composition 

and temperature are Co80.4B19.6 and 1343 K, respectively. 

 

Solidification behavior and microstructure analysis of ternary Zr-Cu-(Al/Ni) 

alloys 

Stefanie Koch, Peter Galenko, Olga Shuleshova, Raphael Kobold, Markus 
Rettenmayr 

Keywords: Electromagnetic levitation, Glass forming ability, solidifcation, Parabolic flight 

Abstract 

Zr-Cu-Al and Zr-Cu-Ni are ternary alloy systems with high glass forming ability. Additions of Al to 

binary Cu50Zr50 enhance the glass forming ability up to a concentration of 8at.% Al. The Zr-Cu-Ni 

system is a base model system to study the glass forming ability of bulk metallic glasses. Alloys of a 

Cu content ≥20 at.% additionally show abnormal behavior, particularly an abrupt decrease in growth 

velocity with increasing growth undercooling in the high undercooling range. 

By electromagnetic and electrostatic levitation were used study the solidification behavior over a 

wide range of undercoolings. These experiments offer the benefit to process the samples in an ultra 

clean environment and to determine parameters such as cooling rate, ratio of the specific heat and 

emissivity from the cooling curves that are measured contactless by a pyrometer. 

For the Zr-Cu-Al system we compare experimental results from a Parabolic Flight, Ground 

experiments and in-situ X-ray experiments performed at the German Electron Synchrotron (DESY). 

Temperature-Time-Transformations (TTT) diagrams are constructed which give the critical cooling 

rate to bypass crystallization and to solidify an amorphous structure. The results are analyzed using 

model calculations of nucleation and crystal growth. 

Growth velocities as a function of undercooling of Zr-Cu-Ni alloys are tracked with a high-speed 

camera. Measurements of the growth velocity versus undercooling in the environment of reduced 

gravity (Parabolic Flights) are compared with Ground experiments. The microstructures processed 

under microgravity conditions are compared with the ones observed after cold wall crucible 

processing, i.e. generated under near-equilibrium conditions of moderate cooling rates. Distinct 

differences are found. X-ray diffraction analysis confirms the presence of several phases. 
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Abstract. Using currently developing model of convective transport and dendrite growth, results on 

theoretical modeling are presented. Analysis of experimental data obtained in solidifying Ti45Al55 

samples processed in electromagnetic levitator is given. It is shown that convective transport plays 

essential role in quantitative description of dendrite growth kinetics.  

 

Introduction 

A dendritic shape represents the most common crystal morphology appearing during solidification 

processes in the vast majority of undercooled melts and supersaturated solutions [1,2]. The growth 

kinetics and shapes of dendrites are controlled by heat and mass transfer in combination with the 

anisotropic properties of the crystal/liquid interface [3-5].  

Several experimental studies show that the internal structure of solidified alloys (both single 

crystal and polycrystal) is highly dependent on the level of undercooling (supersaturation), 

solidification velocity and dendrite tip radius [3,5]. Also convection plays an essential role in the 

growth of dendrites [4], influencing the transport of heat and matter [5], and possibly leading to 

mechanical deformation of dendrites [6]. The effect of convective transport on the growth kinetics 

has been demonstrated for different materials: Ni (a typical metal with face-centered-cubic crystal 

structure) [7,8], Ni2B (a congruently melting compound solidifying without chemical segregation) 

[5] and Ti45Al55 (an alloy solidifying with chemical segregation) [9]. In these works, it was shown 

that convection enhances the crystal growth velocity due to shrinking of the thermal and solute 

boundary layers and by establishing larger thermal and chemical gradients ahead of the growing 

dendrite in the presence of convective flow [10].  

Up to present, all theoretical models known to the authors considered the conductive heat and mass 

transfer mechanism in the vicinity of the growing dendritic tip [4]. These models allow to describe a 

large variety of experimental data in the limit of low, moderate and high growth Péclet numbers. 

However, there is a number of experiments where fluid motions near the dendritic surface are so 

intensive that the mechanisms of heat and mass transfer occur in a manner different from the 

conductive type [11]. Such mechanisms can be described by Newton’s law of heat (mass) exchange, 

i.e. the balance conditions for heat and mass transport at the solid/liquid interface should be changed 

to the convective type. This type of heat and mass exchange mechanism is considered in the present 

study. We analyze how the convective transport influences the solvability criterion and the sum of 

undercoolings at the dendrite surface. Finally, experimental data on growth kinetics of dendrites from 

Ti45Al55 melts [9] are compared with the predictions of our model in its low velocity limit.  

 

 

Solvability criterion under convective heat and mass transfer 

In this paper, we consider the so-called low-velocity solidification limit in the case of intensive 

fluid flows near the growing dendritic tip. Generally speaking, if we pay our attention to the case of 

increasing dendritic tip velocity occurring at high undercoolings, we can face a mixed mode 
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(convective and conductive) of heat and mass transfer in a thin boundary layer of liquid near the 

crystal tip. Therefore, first, we give a test for the low-velocity limit in comparison of the theory and 

experimental data.   

The fluid velocity field in the vicinity of growing dendrites might be so intensive that it may lead 

to transport of heat and mass by the convective mechanism at the dendrite surface [12]. The 

conductive mechanism of heat and mass transfer becomes inapplicable. For developing the selection 

of growth mode under intensive convective conditions, we consider the corresponding theory in the 

presence of convective heat and mass fluxes in the liquid phase [12,13]. Such fluxes can be caused, 

for instance, by turbulent mixing in the oceanic boundary layer underneath the ice cover [11] or in 

thermo-electrical hydrodynamic flows [7,8], Fig. 1. 

 

 

Figure 1. Schematic representation of a curl induced by intensive convective flow far from a dendrite 

surface [7], which induces the flow velocity 𝑢∗ that represents convective heat and mass transport 

(see for details Ref. [14]). Arrows indicate local direction of the flow velocity. 

 

 

The solvability criterion for thermo-solutal controlled growth is given by 

 

 

𝜎∗ = 
2𝑑0𝐷𝑇

𝜌2𝑉
=

𝜎0√𝛼𝑑𝑉𝛽1

𝑃𝑔
=

2𝜎0√𝛼𝑑𝐷𝑇𝛽1

𝜌
 . (1) 

 

Combining two different cases 𝛽1 ≪ 𝑏𝑑0/𝑉 and 𝛽1 ≫ √𝑑0/(𝑉𝐷𝑇), we consider the generalized 

criterion [14]: 

 

𝜎∗(𝜌, 𝑃𝑔) =

𝜎0𝛼𝑑

5
4(1 + 𝑏𝐷𝑇𝛽1) (1 + 𝜇𝜏1

3
2

̃
)

2

[1 + 𝜈1 (𝛼
𝑑

3
4𝜌𝑏 +

3𝛼
𝑑

1
4𝑃𝑔𝛽1𝐷𝑇

2
1
4𝑑0

)]

2 +
2𝜎0√𝛼𝑑𝐷𝑇𝛽1

𝜌
 , 

 

(2) 

where 

𝜏1(𝜌, 𝑃𝑔) =
𝛼

𝑑

1
4𝜌𝑏2𝑑0

2
1
4𝑃𝑔(1 + 𝑏𝐷𝑇𝛽1)

 ,            𝛽1 = 𝛽0 +
𝑚𝐶𝑖(1 − 𝑘0)

𝑇𝑄𝛼𝑚𝑢∗

 ,  
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𝑏 =
𝛼ℎ𝜌𝑙𝑐𝑙𝑢∗

2𝑘𝑠

 ,         𝜈1
2 =
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225𝜎0
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 ,        𝐶𝑖 =

𝛼𝑚𝑢∗𝐶𝑙∞

𝛼𝑚𝑢∗ − (1 − 𝑘0)𝑉
 

 

 

 

and 𝜎0 and 𝜇 represent selection parameters, 𝛼ℎ and 𝛼𝑚 are the convective (turbulent) coefficients 

for heat and mass, so that 𝛼ℎ/𝛼𝑚 = (𝐷𝑇/𝐷𝐶)
𝑛 with 2/3 < 𝑛 < 4/5. Other parameters are defined 

in Table 1.  

Undercoolings 

To obtain the dendrite tip velocity V and dendrite tip radius 𝜌/2  we use a system of two equations 

representing the sum of undercoolings and the stability criterion of the dendrite tip [1]. The equation 

at the dendrite tip can be written out in the form  

∆𝑇 = ∆𝑇𝑇 + ∆𝑇𝐶 + ∆𝑇𝑅 + ∆𝑇𝐾  (3) 

 

The thermal undercooling ∆𝑇𝑇 is presented as 

 

∆𝑇𝑇 = 𝑇𝑖 − 𝑇∞ =
𝑇𝑄𝑉𝑘𝑠

𝛼ℎ𝜌𝑙𝑐𝑙𝑢∗𝐷𝑇

  

 

(4) 

 

The contribution of solutal undercooling ∆𝑇𝐶 due to impurity is expressed as 

 

∆𝑇𝐶 = 𝑚(𝐶𝑖 − 𝐶𝑙∞) =
(1 − 𝑘0)𝑉𝑚𝐶𝑙∞

𝛼𝑚𝑢∗ − (1 − 𝑘0)𝑉
  

 

(5) 

 

The interface curvature (Gibbs-Thomson effect) at the dendrite tip ∆𝑇𝑅 and the atom kinetics (kinetic 

undercooling) ∆𝑇𝐾 have the form 

 

∆𝑇𝑅 =
4𝑑0𝑇𝑄

𝜌
 ,        ∆𝑇𝐾 =

𝑉

𝜇𝑘

 

 

(6) 

 

Combining Eqs. (4), (5) and (6), one can express the explicit function 𝜌(𝑉) in the form 

 

𝜌(𝑉) =  
4𝑑0𝑇𝑄

∆𝑇 − ∆𝑇𝑇(𝑉) − ∆𝑇𝐶(𝑉) −
𝑉
𝜇𝑘

 

 

(7) 

 

Now substituting 𝜌(𝑉) from (7) into (2), we come to the implicit equation for the dendrite velocity 𝑉 

of the form 

 

𝜌2(𝑉)𝑉

2𝑑0𝐷𝑇

𝜎∗(𝜌(𝑉), 𝑉) = 1 (8) 

 

where 𝜎∗(𝜌(𝑉), 𝑉) is determined by the right-hand side of equation (2) after substituting 𝜌(𝑉) from 

equation (7). 
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Figure 2. Comparison of model predictions with experimental data on the dendrite growth kinetics 

in Ti45Al55. Predictions with conductive boundary conditions in stagnant melt (U=0 m/s) and under 

forced flow (U=0.5 m/s) are taken from [15]. Predictions with convective boundary conditions are 

given using the present model, Eqs. (2)-(8) and material parameters from Table 1. Experimental 

points are taken from Hartmann et al. [9] for the smallest flow velocity at which the low-velocity 

limit of dendritic growth is developed in the present model with convective boundary conditions. 

Error bars indicate uncertainty in experimental measurements of the crystal growth velocity by high-

speed camera in droplets processed in an electromagnetic levitation facility. 

Results and discussion 

The solution of the system of two equations for selection criterion (2) and sum of undercoolings 

(3) is given for two functions: the dendrite tip velocity V and dendrite tip radius 𝜌/2  at the given 

total ∆𝑇. This solution is compared in the present work with previous theoretical predictions under 

conductive boundary conditions [15] and experimental data [2] obtained on dendrite growth kinetics 

in Ti45Al55 melt. Indeed, the predictions in Ref. [15] exhibit acceptable agreement with experimental 

data. However, at the smallest growth velocities, the error bars of the experimental data do not 

comprise the theoretical curves calculated for the average flow velocities of U=0.5 m/s and U=0.75 

m/s. At such intense forced flows one can expect a transition from laminar to turbulent flow in 

levitated droplets [16]. For these conditions the model in Ref. [15] is not applicable due to the imposed 

constraint of the laminar character of the forced flow. Therefore, we recalculated the relationship of 

dendrite growth velocity vs. undercooling under the convective conditions as given by the system of 

equations (2)-(8).  

Fig. 2. shows the comparison of the model predictions for the boundary conditions of the 

conductive and convective types as well as the experimental data on dendrite velocities obtained for 

solidifying Ti45Al55. It can be seen that the model with the stagnant melt (zero velocity of the incoming 

flow, U=0 m/s) does not predict the experimental data. Such outcome was given in Refs. [9,15]. The 

model with conductive boundary condition and incoming flow with the velocity representing the 

highest limit of the laminar flow, U=0.5 m/s (see, for details, Ref. [16]) is consistent with the lower 

limit of the measurements. Thus, conductive boundary conditions do not precisely represent the 

experiment in the low-velocity limit.     

As can also be seen from Fig. 2, including of convective boundary condition in the model of 

dendrite growth makes it possible to describe the theoretical data of Ref. [9] within the error bars of 

the experimental measurements of the dendrite velocity. We have assumed that the flow in levitated 



263 

droplets was strongly turbulent and at the tips of growing dendrites intensive curls caused heat and 

mass conduction to occur by the convective mechanism. This made it possible to describe 

experimental data in the low-velocity limit of dendritic growth in Ti45Al55 melt as described in Ref. 

[9].   

 

Table 1. Material parameters and parameters of calculation for dendrite growth in Ti45Al55 melts 

Parameter 
Symbol Units Value 

Constant of solvability  
𝜎0 − 1.17 

Capillary constant 
𝑑0 𝑚 9.28·10-10 

Thermal diffusivity 
𝐷𝑇 𝑚2/𝑠−1 2.50·10-6 

Liquid density 
𝜌𝑙 𝑘𝑔/𝑚3 2.46·103 

Solute partitioning coefficient 
𝑘0 − 0.86 

Nominal concentration 
𝐶𝑙∞ at.% 55.00 

Surface energy stiffness 
𝛼𝑑 − 0.30 

Kinetic growth coefficient  
𝛽0 𝑠 ∙ 𝑚−1 1.88·10-20 

Selection parameter 
𝜇 − 10-3 

Slope of the liquidus line 
𝑚 𝐾/𝑎𝑡.% 8.78 

Heat capacity 
𝑐𝑙 J∙ 𝑘𝑔−1 ∙ 𝐾−1 1237 

Stability constant 
𝑏 𝑚−1 1.04·106 

Convective coefficient of heat 
𝛼ℎ − 3.55 

Friction velocity of flow 
𝑢∗ m/s       4.00 

Hypercooling 
𝑇𝑄 K 272.64 

Crystal thermal conductivity 
𝑘𝑠 W∙ 𝑚−1 ∙ 𝐾−1 29.22 

Conclusions 

In this paper, the theory of dendrite growth in a binary alloy in the presence of forced convective 

flow has been developed and tested against experimental data. The main features of the convective 

flow around the dendritic tip consist in the fact that the fluid (in a thin layer near the crystal surface) 

moves in a disordered or even chaotic manner, so that heat and mass transfer are not conductive. They 

become convective, and the heat and mass balance conditions must be modified and described by 

Newtonian boundary conditions. Their key distinctive features are the convective heat and mass 

fluxes at the dendrite growing into undercooled liquid phase.  

We considered the low-velocity limit to describe the stable growth of parabolic dendrites. With 

this aim, a new selection criterion determining a stable combination of dendrite tip velocity and 

dendrite tip diameter has been derived. The sum of undercoolings condition represents the second 

relation connecting the tip velocity and diameter for a given undercooling.  

Our new analytical solutions representing two equations (selection criterion and undercooling) 

were compared with a previously known solution that describes dendrite growth with a forced flow 

within the framework of the model of conductive heat and mass transfer [15]. Considering the low-

velocity limit, we experimentally verified that the present model of convective heat and mass transfer 

near the dendrite surface gives a better comparison with the experiments carried out by Hartmann et 

al. on the solidification of Ti45Al55 [9].  

The heat and mass transfer near the dendrite interface can be of a mixed type containing the 

convective and conductive contributions. This more complex solidification scenario requires 

developing a new dendrite selection theory and represents a research direction for future 

investigations.  
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Abstract: A series of directional solidification experiments on Al-Si-M alloy were performed under 

terrestrial condition with RMF (rotation magnetic field) stirring [Kovács et at., Materials Science 

Forum, 2010, 263-268]. Under a certain range of process parameters, a “Christmas tree” segregation 

pattern was observed. The current study is to use a two-phase columnar solidification model to 

simulate this segregation phenomenon, focusing on (1) its formation mechanism due to the RMF-

induced interdendritic flow in the mushy zone; (2) the model sensitivity to different expressions of 

permeability law, as proposed by literatures. The geometry configuration for the calculation is 

identical with the sample (diameter of 8 mm) of the unidirectional solidification experiment, and the 

alloy is Al-7%Si alloy. Process parameters are taken from experiments. The agreements between 

calculated macrosegregation patterns and the experimental results are critically evaluated. In 

principle, the experimentally observed “Christmas tree” of macrosegregation can be numerically 

reproduced, if a correct permeability law with proper parameters is chosen under forced flow 

condition. The mushy zone thickness decreases with the increase of permeabilities. The formation of 

“Christmas tree” macrosegregation can be analyzed by the flow-solidification term ( u c ). 

Introduction 

The interaction between a developing mushy zone and the melt flow is still an unclear issue, which 

is responsible for the formation of macrosegregation and plays important role in the formation of 

microstructure. To investigate the interdendritic flow and its interaction with the microstructure and 

macrosegregation, a series of experiments related to the MICAST (Microstructure Formation in 

Casting of Technical Alloys under Diffusive and Magnetically Convection Condition) research, 

supported by ESA (Europe Space Agency) were performed on ground and in space [1-4]. With the 

increase of the magnetic induction or decrease of the cooling rate, a central channel enriched with Si 

transforms into a channel with a shape of “Christmas tree” [2, 4]. Qualitative explanation of this 

phenomenon was that the solute rejected from the dendrites was captured by multiply traveling 

vortices and can be brought back to the mushy zone [2]. A series of simulations related to the 

MICAST project were made to better understand the flow-solidification interaction during the 

unidirectional solidification process. Noeppel et al.[5] studied the effect of the RMF and TMF on 

macrosegregation during directional solidification of Al-based binary alloy, and they suggested that 

the channels formed at the junction of two meridional vortices in the liquid zone. Similar works were 

also done by Budenkova et al.[6]. A periodical structure along the sample adjacent to the central 

channel was presented. However, they found that the characteristic time correspond to a spatial 

branch was quite long when it was compared with the oscillations of the fluid flow.  It seemed that 

there was no direct relationship between the formation of spatial branches and oscillations of the fluid 

flow. From the previous works, the formation of “Christmas tree” macrosegregation is not fully 

explained.  

Currently, the two-phase model, developed by Wu et al. [7-9], is used to simulate the unidirectional 

solidification process of the binary Al-7%Si alloy both under RMF and nature convection. A 2D 

axisymmetric model is established. Fluid flow in the bulk liquid and mushy zone is calculated under 

different permeability laws/expressions. Finally, formation mechanism of channel segregation is 

discussed. 
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Simulation Settings 

The two-phase volume average model was described elsewhere [7-9]. A 2D axisymmetric model 

is established to simulate the solidification phenomenon. As shown in Figure 1, the alloy solidifies 

directionally with an imposed cooling rate (0.16 K/s) and temperature gradient (G =  6000 K/m). An 

RMF inductor is installed outside the cylindrical crucible. The rotation magnetic field, with the 

frequency 50 Hz, magnetic induction 20 mT, is controlled with a switch. Owing to the large aspect 

ratio (H/R), where H is the height of the sample and R is the radius of the sample, an analytical 

approximation of the azimuthal component of the electromagnetically force is assumed to be valid 

(Eq. (1)).  
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where F  is the azimuthal component of the electromagnetic force (N),  is the electrical conductivity 

of the melt (3.65×106 -1 -1Ω m ), 2 f =  is angular frequency (314), B is the magnetic induction 

(0.02 T), r  and R (4 mm) is the radial coordinate and the radius of the crucible, and u is the practical 

azimuthal velocity (m/s) at a radial coordinate r. The initial temperature of the liquid is set as 1490 

K, and a prospective temperature gradient is obtained by a pre-treatment. For the material properties 

the reader is referred to [5, 10]. 

Figure 1. Geometry configuration and boundary conditions 

Two laws of the isotropic permeability, derived from the 

Carman-Kozeny law and reported by Ramirez[11] and Noeppel 

[5], are employed in this part to evaluate the effect of the 

permeability on the fluid flow in the mushy. Noeppel’s 

formulation (Eq.2) is related to 2 , while Ramirez’s formulation is 

related to 1  (Eq.3). Additionally, to cover the permeability range 

defined by different laws, two ultimate conditions, one is small 

enough and the other big enough, are considered. Details of four 

simulation cases are summarized in Table 1.  
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Table 1. Permeability laws used for the current study 

Cases Expression Relationship Referred to Parameters 

a - 10K  - 

1 300 m = and 

2 50 m = , which are 

taken from experiments 

b 
( )

3
,

2

2
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
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−

 
4K  Noeppel [5] 

c 
( )

2 3

1

2
1667 1

f
K

f


=

−

 
K  Ramirez [11] 

d - 0.1K  - 

Simulation Results  

As shown in Figure 2, meridional velocity and solute distribution are plotted for different cases. 

The vector stands for the liquid meridional velocity and the contour stands for mix solute 

concentration ( mixc ). During the solidification process, when the RMF is on, an additional force is 

applied on the liquid phase. A large azimuthal velocity with the value of 0.13 m/s is generated under 

the current magnetic condition (20 mT), superimposed by the meridional circulation. The maximum 
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meridional velocity is about 0.02 m/s, which is one order of magnitude smaller than the azimuthal 

velocity, but it is also four times larger than the velocity as induced only by buoyancy force. Some 

vortices are  generated near the lateral wall and they move upward or downward, dissipating at the 

sample top surface or the solidification front. During the moving sequence of these vortices, some of 

the vortices aggregate to a big vortex. The generation and aggregation of these vortices seems 

randomly. The dissipation period of the vortex is about 1.5 s. Near the solidification front, two inward 

circulation flow pattern are observed. In the bulk liquid, the permeability of the mushy zone can 

hardly influence the velocity in the bulk liquid, so the flow pattern and flow intensity is very similar. 

However, the segregation severity and the mushy zone thickness are highly dependent on the value 

of the permeability. In all cases, a central channel strongly enriched with the Si with a diameter of 1 

mm is formed. Except for the case (a), all simulations present a “Christmas tree” segregation pattern 

adjacent to this central channel with periodical structure, which is consistent with the experimental 

result and other simulated result [2, 6]. A characteristic time for the periodical formation of channels 

is quite long (110 s), while the period of the vortex generation (1.5 s) is quite shorter. With the 

decrease of the permeability (from case a to case d), the segregation severity decreases significantly. 

Instead the formation of some channels, very strong negative segregation adjacent to the central 

positive segregation channel is observed in case (a).  

 
                (a)    (b)       (c)          (d) 

Figure 2. Influence of the permeability of the mushy zone on the segregation pattern at 

469 s: (a) 10K ; (b) 4K ; (c) K ; (d) 0.1K . Gray-scale shows mixc with lighter showing 

higher concentration. Vector shows the liquid velocity in the bulk liquid. Maximum 

meridional liquid velocity in the bulk liquid is similar, max 0.02 /v m s= . 

The fluid flow in the mushy zone ( 0 0.9f  ) is analyzed. As shown in Figure 3, the vector is 

the liquid velocity in the mushy zone and the solid line is the position of the eutectic temperature 

isotherm. Near the solidification front, the liquid volume fraction is lager and the magnitude of the 

liquid velocity is close to the velocity in the bulk liquid. In the deep mushy zone, the liquid velocity 

is weakened by the columnar dendrites, and the velocity there is two orders of magnitude smaller 

than that in the bulk liquid. The maximum permeability is employed in case (a), which means the 

lowest drag force applied on the liquid phase, leading to the biggest velocity in the mushy zone is 

observed. With the decrease of the permeability, the liquid velocity in the mushy zone is decreased 

obviously, which will suppress the solute transport in the mushy zone and reduce the segregation 

severity. Due to no channel formed in case (a), the velocity stream in mushy zone is very smooth, 

from the lateral region to the central channel. However, the velocity streams are contorted due to the 

formation of the channels in the case (b) to case (d), and solute-enriched liquid, rejected from the 

solid-liquid interface, is preferred to pass through these channels, and finally is washed into the central 

channel, which induces the positive segregation in the center part of the sample. The mushy zone 

thickness decreases with the increase of the permeability. The liquid velocity in the mushy zone is 
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relative large when a large permeability is employed. The intensive liquid velocity in the mushy zone 

promotes the energy (enthalpy) transport. The hot liquid in the top of the mushy zone can be more 

easily transported to the deep part of the mushy zone, increasing the temperature gradient. This should 

be the reason for the decrease of the mushy zone thickness when increasing the permeability. 

 

Figure 3. Influence of permeability on 

the fluid flow in mushy zone at 469 s: 

(a) 10K ; (b) 4K ; (c) K ; (d) 0.1K . 

Gray-scale shows mixc  with lighter 

showing higher concentration. Vector 

shows the liquid velocity in the bulk 

liquid. Solid line shows the position of 

the eutectic isotherm. Liquid velocity 

in the mushy zone decreases with the 

permeability. 

 

 

 

 

 

 

 

Discussions 

Formulation given by Li and Wu [8, 9] is employed to study the formation mechanism of channel 

segregation.  

( )**( ) 1sc cc c f T
u c

t f t m t

− −  
= + + 
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(4) 

where f is liquid volume fraction, c is specie concentration in liquid phase, 
*c  and 

*

sc is interface 

equilibrium species concentration, and m is liquidus slope. 

As shown in Eq. 4, the local solidification/melting rate is the result of three contributions, 

corresponding to the three right hand side (RHS) terms of Eq. (4). The first RHS term is the 

solidification induced solute enrichment of the interdendritic melt, which is always negative. The 

second RHS term is the contribution of the cooling rate, which is always positive. The third RHS 

term is the flow-solidification interaction term, which can be positive or negative depending on the 

interdendritic flow direction. Local solidification behavior highly depends on the sign of the flow-

solidification interaction. 

In a region where the melt flows in the same direction as the concentration gradient, the flow-

solidification interaction term is positive. The local increase in the flow velocity due to a flow 

perturbation accelerates solidification and as a consequence of the locally permeability (K) becomes 

relatively smaller than that of neighboring zones and the interdendritic flow slows down, and channels 

do not form. On the contrary, in regions where the melt flows in the opposite direction of the 

concentration gradient, the flow-solidification interaction term is negative. The local increase in the 

flow velocity due to flow perturbation suppresses the solidification rate. This region with a relatively 

lower solid fraction has a larger permeability and the flow becomes stronger, and channels form. 

As shown in Figure 4 (a), the vectors of liquid velocity and solute gradient are both plotted in gray 

and black respectively. When the angle between these two vectors is larger than 90°, the flow-

solidification interaction term should be negative. The suppressed solidification zone, corresponding 

to negative u c , is shown in Figure 4 (b), where the solidification rate was significantly slowed 
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down, especially in the center channel zone.  It can be seen that in the center zone of the sample, the 

flow-solidification interaction term is always negative, and the mass transfer is extremely lower than 

neighboring cells. Near the solidification front, which corresponds negative u c , although the 

mass transfer rate is large, it should be suppressed currently. The suppressed solidification rate 

possibly leads to the formation of the channels. Once the channel forms, the liquid prefers to pass 

though these channel zone with the least resistance. As shown in Figure 4 (c), these regions, where 

channels form, with a relatively lower solid fraction, have a larger permeability and the enriched 

liquid is prefers to flow through the channel zone, which decreases the liquidus of the molten alloy, 

then the solidification process is further suppressed. This reinforced interaction will continue until 

the liquid is fully solidified. The final segregation pattern is shown in Figure 4 (d) by map and isolines, 

and the channel colored with black solid outline is the newly formed at 469 s. 

 

                     (a)                               (b)                                  (c)                                (d) 

Figure 4. Analysis of the formation of the channel segregation at t = 469 s: (a) vector of 

liquid velocity (gray) overlaid by vector mixc (black); (b) contours of the flow-solidification 

interaction term (u c  ) in white (positive) and black (negative) overlaid by the mass 

transfer rate ( cM ) isolines; (c) liquid volume fraction ( f  ) contours and isolines overlaid 

by vectors of liquid velocity; and (d) contour of mixc  and its isolines at 849 s. (Vector just 

stands for the direction in these figures) 

 

Summary 

A two-phase solidification model, coupled momentum, energy, species transfer is used to “reproduce” 

the unidirectional solidification process of Al-7%Si alloy under RMF (Rotation magnetic field). The 

fluid flow induced by the nature convection and RMF is consisted of a large azimuthal velocity 

superimposed with a meridional circulation. The meridional velocity is one order of magnitude 

smaller than the azimuthal velocity. Some vortexes randomly generate near the lateral wall and move 

to the crucible top and bottom. For the larger difference of the time magnitude, it seems that there is 

no direct relationship between the vortex generation and the channel formation, supporting 

Bodenkova et al.[2]. In principle, the experimentally observed “Christmas tree” of macrosegregation 

can be numerically reproduced, if correct permeability laws with proper parameters are chosen. The 

segregation severity is reduced when a smaller permeability is applied. The “Christmas tree” 

macrosegregation can be clearer if the permeability increases in a certain range. However, when the 

permeability value is extremely large, the “Christmas tree” of macrosegregation is replaced by the 

serious negative segregation. The mushy zone thickness decreases with the increase of the 

permeability. The formation of channels during the solidification process can be analyzed by the 

flow-solidification term ( u c ). 

 



270 

References 

[1]  D. R. Liu, N. Mangelinck-Noël, C.A. Gandin, G. Zimmermann, L. Sturz, H.N. Thi, B. Billia, 

Structures in directionally solidified Al–7 wt.% Si alloys: Benchmark experiments under 

microgravity, Acta Mater., 64 (2014) 253-265. 

[2]  O. Budenkova, A. Noeppel, J. Kovács, A. Rónaföldi, A. Roósz, A.M. Bianchi, F. Baltaretu, M. 

Medina, Y. Fautrelle, Comparison between Simulation and Experimental Results of the Effect 

of RMF on Directional Solidification of Al-7wt.%Si Alloy, Mater. Sci. Forum, 649 (2010) 269-

274. 

[3]  S. Steinbach, L. Ratke, G. Zimmermann, L. Sturz, A. Roosz, J. Kovács, Y. Fautrelle, O. 

Budenkova, J. Lacaze, S. Dost, Investigation of the effect of fluid flow on microstructure 

evolution in Al-Si-Fe alloys: The MICAST project, in: Decennial International Conference on 

Solidification Processing, 2017. 

[4]  J. Kovács, A. Rónaföldi, A. Roósz, Effect of the High Rotating Magnetic Field (min. 30 mT) 

on the Unidirectionally Solidified Structure of Al7Si0.6Mg Alloy, Mater. Sci. Forum 649 

(2010) 263-268. 

[5]  A. Noeppel, A. Ciobanas, X.D. Wang, K. Zaidat, N. Mangelinck, O. Budenkova, A. Weiss, G. 

Zimmermann, Y. Fautrelle, Influence of Forced/Natural Convection on Segregation During the 

Directional Solidification of Al-Based Binary Alloys, Metall. Mater. Trans. B, 41 (2010) 193-

208. 

[6]  O. Budenkova, F. Baltaretu, J. Kovács, A. Roósz, A. Rónaföldi, A.M. Bianchi, Y. Fautrelle, 

Simulation of a directional solidification of a binary Al-7wt%Si and a ternary alloy Al-7wt%Si-

1wt%Fe under the action of a rotating magnetic field, in:  Materials Science and Engineering 

Conference Series, 2012, pp. 012046. 

[7]  M. Wu, Y. Zheng, A. Kharicha, A. Ludwig, Numerical analysis of macrosegregation in 

vertically solidified Pb-Sn test castings – Part I: Columnar solidification, Comput. Mater. Sci., 

124 (2016) 444-455. 

[8]  J. Li, M. Wu, J. Hao, A. Kharicha, A. Ludwig, Simulation of channel segregation using a two-

phase columnar solidification model – Part II: Mechanism and parameter study, Comput. Mater. 

Sci., 55 (2012) 419-429. 

[9]  J. Li, M. Wu, J. Hao, A. Ludwig, Simulation of channel segregation using a two-phase columnar 

solidification model – Part I: Model description and verification, Comput. Mater. Sci., 55 

(2012) 407-418. 

[10]  M. Ghods, L. Johnson, M. Lauer, R.N. Grugel, S.N. Tewari, D.R. Poirier, Radial 

macrosegregation and dendrite clustering in directionally solidified Al–7Si and Al–19Cu 

alloys, J. Cryst. Growth, 441 (2016) 107-116. 

[11]  J. C. Ramirez, C. Beckermann, Evaluation of a rayleigh-number-based freckle criterion for Pb-

Sn alloys and Ni-base superalloys, Metall. Mater. Trans. A, 34 (2003) 1525-1536. 

 



271 

The effect of electromagnetic stirring during solidification of Co-Cr alloys  

Inês OLIVEIRA1, Rui SOARES1, Ricardo Paiva1, João Ferreira2, Ana Reis3, 

Rui Neto3  

1Institute of Science and Innovation in Mechanical and Industrial Engineering, Rua Dr. Roberto 
Frias 400, 4200-465 Porto, Portugal 

2Zollern & Comandita, Rua Jorge Ferreirinha, 1095 Ap. 1027 P-4470-314 Vermoim MAIA 

3Faculty of Engineering of the University of Porto, Rua Dr. Roberto Frias, 4200-465 Porto, Portugal 

ioliveira@inegi.up.pt 

Keywords: Investment Casting, Grain Refinement, Electromagnetic Stirring, Co-Cr alloys 

Abstract. Cobalt-based alloys are one of the most attractive metallic materials for biomedical 

applications. Their biocompatibility, excellent corrosion and wear resistance as well as higher 

strengthening properties make them suitable for artificial hip and knee replacements. It is generally 

recognized that the grain refinement is an effective methodology to improve the quality of casted 

parts. Conventional grain refinement techniques involve the addition of inoculation substances, the 

control of solidification conditions or thermomechanical treatment with recrystallization. However, 

such methods often lead to non-uniform grain size distribution and the formation of hard phases, 

which are detrimental to both wear performance and biocompatibility. 

Stirring of the melt by electromagnetic fields has been widely used in continuous castings with 

success for grain refinement, solute redistribution and surface quality improvement. Despite on the 

advantages, much attention has not been paid yet on the use of this approach on functional castings 

such as investment casting. Furthermore, the effect of electromagnetic stirring (EMS) fields on cobalt-

based alloys is not known. In line with the gaps/needs of the state-of-art, the present research work 

targets to promote new advances in controlling grain size and morphology of investment cast cobalt–

chromium alloys. For such purpose, a set of experimental tests was conducted. A high frequency 

induction furnace with vacuum and controlled atmosphere was used to cast the Co-Cr alloy in ceramic 

shells. A coil surrounded the casting chamber in order to induce electromagnetic stirring during 

solidification. Aiming to assess the effect of the electromagnetic stirring on Cr-Co alloys, the samples 

were subjected to microstructural analysis. The results show that electromagnetic stirring can be an 

effective methodology to modify the grain size on investment-cast parts. 

Introduction 

Co-based alloys are finding ever-increasing applications in biomaterials due to their excellent 

mechanical, physical and biological performance [1]. Metallic implants are remarkably important for 

the reconstruction of failed hard tissue. As human life span grows, the need of implants, as hip and 

knee replacements, will continue to increase as well as the demand for high durability and reliability 

[2]. 

The adjustment of grain morphology has been proved to be crucial for improving the mechanical 

properties and the biocompatibility of cast Co-Cr alloys [3]. Several methods are known refine the 

grain during solidification: the addition of grain refiners [4], control of the cooling conditions [5], 

mechanical or electromagnetic stirring [6, 7] or ultrasonic agitation [8]. 

Grain refiners are widely used in the foundry industry as an effective method to achieve grain 

refinement. Despite on the success on the control of the grain size, such methods may origin the 

formation of hard phases that are detrimental to both wear performance and biocompatibility [9]. 

The control of cooling conditions is a common practice to minimize the occurrence of several 

casting defects and to regulate the size of the grain. However, it leads to non-uniform grain size 

distribution, and consequently, non-uniform mechanical properties [10]. 
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Dynamic methods, based on the introduction of forced convection in the melt during solidification 

are known as an effective way to promote substantial grain refinement. In these processes, externally 

applied forces, resulting from ultrasonic/mechanical vibration or electromagnetic stirring, are used to 

control heat and fluid flow. 

The principles underlying electromagnetic stirring EMS are simple: as alloys solidify in a 

temperature gradient, a solid-liquid (mushy) zone is formed between the solid skin and the liquid pool 

[11]. A solute gradient is formed in the mushy zone due to solute partitioning. If the solidification 

structure is columnar, the growing dendrites are coherent with the solid skin. If the solidification 

structure is equiaxed, the solid-liquid mixture remains fluid to 20-30% solid. At higher-percentage 

solids, the equiaxed dendrites become coherent with the solid skin. According to several authors, 

EMS allows the solid-liquid mixture to stay fluid to higher solid fractions. Additionally, the fluid 

motion causes dendrite fragmentation and grain multiplication. This can lead to a columnar-equiaxed 

transition and a substantial reduction in the grain size [11, 12]. 

Electromagnetic stirring is based on physical effects described by Maxwell, i.e. when a current is 

discharged trough a coil, in the form a damped sinusoidal wave, a transient magnetic field B will be 

generated in the vicinity of the coil. B induces Eddy currents J in the metal placed nearby, which are 

responsible for limiting the penetration of the magnetic field B into the metal and for the creation of 

its own induced currents. The metal is, therefore, subjected to electromagnetic body forces F, resulted 

from the interaction between the Eddy currents J and the magnetic field B [11, 12]. 

Stirring of the melt by electromagnetic fields has been widely used in continuous castings with 

success for grain refinement, solute redistribution and improvement of the surface quality. Despite of 

the advantages, no attention has yet been paid on the use of this approach on functional castings, such 

as investment casting. Additionally, the effect of electromagnetic stirring (EMS) fields on cobalt-

based alloys is not known. 

The work presented in this article is part of a comprehensive study that targets the understanding 

of the refinement mechanisms underlying electromagnetic stirring of Co-Cr alloys. The final goal is 

to optimize the mechanical properties of investment casting Co-Cr components and produce reliable 

and durable medical implants. The current work focus on the preliminary evaluation of the influence 

of electromagnetic stirring (EMS) on grain refinement of ASTM F75 Alloy. 

Materials and Methods  

The chemical composition, in wt.%, of the ASTM F-75 alloy, expressed in mean values, is outlined 

in Table 1. The analysis was performed in four samples, cut from five different zones of the ingot, by 

spark emission spectrometry. 

 

Table 1. Chemical Composition, expressed in mean values, measured by spark emission 

spectrometry.  
wt.% 

Chromium, Cr 29,9 

Molybdenum, Mo 6,8 

Nickel, Ni 0,3 

Iron, Fe 0,1 

Carbon, C 0,2 

Silicone, Si 0,9 

Manganese, Mn 0,7 

Tungsten, W  <0,05 

Phosphorus, P  <0,05 

Sulphur, S  <0,05 

Aluminium, Al <0,05 

Bor, B  <0,05 

Cobalt, Co  61,0 
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Cylindrical specimens, standardized for tensile testing, were prepared by lost-wax casting technique. 

The injected wax pattern was assembled to a central wax gating system to form the so-called tree-like 

assembly –Figure 1 a). The radial effect of the electromagnetic field was evaluated by positioning the 

wax models at two different distances from the centre. As it is well known, the electromagnetic field 

magnitude decreases as the distance from a location to the source increases.  

The shell mould was created by dipping the tree into a very fine ceramic slurry. After this first coating, 

the shell was layered with a fine ceramic refractory grain. Upon drying, the process of dipping the 

shell mould into the slurry and layering the sand was repeated (with coarser grains) in order to obtain 

a thickness equal to 8 mm – Figure 1 b). 

The ceramic moulds were preheated to 1150 ºC in a resistance furnace. The alloy was melted in a 

vacuum induction furnace and casted into the ceramic mould, placed inside the furnace chamber. The 

air inside the chamber was maintained at 100 mbar. Melting pouring temperatures from 1450 to 1470 

ºC were registered.  

An electromagnetic stirrer, powered by a tree-phase induction motor, operating at 50 Hz and 80 A 

was placed around the casting chamber. A schematic of the experimental set up is shown in Figure 2. 

After cooling, the ceramic shell was knocked off and specimens were sand blasted to clean the 

external surface.  

A total of six castings were produced: three under electromagnetic stirring and three without, 

maintaining the remain cast and cooling conditions.  

The cylindrical specimens were subjected to tensile testing and metallographic analysis to evaluate 

the effects of the electromagnetic stirring.  

 

  
Figure 1. a) wax pattern tree; b) shell mould. The radial effect of the electromagnetic field was 

evaluated by positioning the wax specimens at two different distances from the centre. 
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Figure 2. Schematic of the experimental set up used for EMS experiments. 1) shell mould; 2) cup; 

3) ceramic filter; 4) penny; 5) ceramic crucible; 6) metal ingot; 7) induction coil; 8) EMS inductor.  

Results 

Effect of electromagnetic stirring on the grain size of Co-Cr alloys. Figure 3 and Figure 4 present 

the macrostructure of specimens cut from the centre of the casting trees, solidified without and with 

electromagnetic stirring. The samples were chemically etched to reveal the grain.  

In the case of solidification without electromagnetic field, grains start to grow from the sidewalls 

towards the central region of the mould.  

The effect of the electromagnetically driven melt convection on the solidified structures is shown in 

Figure 4. As can be seen, comparing with the Figure 3, the growth of the grains was significantly 

disturbed, possibly as consequence of the redistribution of the solute concentration and dendrite 

fragmentation due to fluid motion. In average, the grain of the samples electromagnetically stirred is 

approximately 30% smaller than the obtained during normal solidification. Electromagnetic stirring 

promotes a significant grain refinement of Co-Cr alloys, casted by investment casting. 
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Figure 3. Macrograph showing as-cast grain, without refinement technique. Sample cut form the 

centre of the casted tree.  

 

 

Figure 4. Macrograph showing the effect of applying electromagnetic stirring during the 

solidification of a Co-Cr alloy. Sample cut form the centre of the casted tree. 

 

Tensile test. Specimens solidified under both conditions, i.e., with the action of the electromagnetic 

agitation and without, were subjected to mechanical testing to evaluate the effect of the EMS on the 

mechanical properties of Co-Cr alloys. In order to study the radial effect of the electromagnetic filed 

on the mechanical properties of the specimens, four samples per casted tree, two per radial distance, 

were tensioned at 7E-5 1/s and room temperature. The results, expressed in terms of mean values, are 

shown in Table 2. As can be noted, in average, the samples subjected to the electromagnetic field are 

more ductile and have more resistance than the ones casted without EMS. Additionally, the resistance 

of the specimens closer to the electromagnetic inductor is higher than the ones placed farther from 

the coil. The increase on strength is probably a consequence of the grain size and particle 

strengthening effects. 
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Table 2. Results from the tensile testing. "D" and "d" correspond to the samples placed at higher and 

smaller diameter. “D” are, therefore, the samples closest to the electromagnetic inductor. 

 Specimens Rp0,2 [MPa] Rm [MPa] A [%] Z [%] 

dWihtout EMS 548 762 8 3 

DWithout EMS 567 884 9 10 

dWith EMS 561 885 12 6 

DWith EMS 632 1012 11 9 

 

Conclusions 

The effects of electromagnetic stirring on the grain size and mechanical properties of Co-Cr 

specimens, produced by investment casting, were examined.  

Compared with conventional solidification, the microstructure is clearly refined and the mechanical 

properties improved. Whit this preliminary set of experiments, the technical viability of the approach 

was validated. Further tests will be hereafter conducted to study the mechanisms behind the grain 

refinement of Co-Cr alloys.  
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Abstract. This paper presents experimental investigations on the impact of forced convection on the 

solidification of unalloyed aluminium with different purity grade. In addition Al 7 wt% Si cast Alloy, 

AW EN 6082 wrought aluminum and Fe rich cast alloys were discussed. Pure aluminium (99.997 

and 99.9999 wt % Al) has been solidified under the influence of both electric current pulses and a 

traveling magnetic field for electromagnetic melt stirring. The electric current was applied by means 

of two parallel electrodes immersed into the melt through the free surface. In contradistinction to 

well-known investigations in solute-rich alloys or recently published studies for pure aluminium in 

our experiments we did not observe a grain refinement effect which can be attributed to the melt 

treatment applied. It becomes obvious that a slight contamination of the basic raw material by an 

impure processing during melt preparation has a more pronounced influence on the grain structure as 

the melt agitation provided by applying electric currents or magnetic fields. 

Introduction 

In addition to alloy composition, the grain size and a homogeneous phase distribution plays a 

major role to adjust the properties of cast and wrought aluminium alloys. To achieve grain refinement 

in solidification processes several methods are common: add-on of grain refiners [1], rapid cooling 

conditions [2], mechanical or electromagnetic stirring [3, 4], or ultrasonic treatment [5]. The 

generation of an additional forced flow in the melt offers the possibility to control the grain size 

without chemical additives. 

AC magnetic fields permit a contactless method to generate such forced flow in the liquid metal. 

Even more: It is possible to control the flow inside the bulk and tune the grain size of the solidified 

metal [6, 7]. Many studies have shown the complex interaction of magnetic field and melt flow and 

between melt flow and solidification structure. beneficial effects like a distinct grain refinement or 

the promotion of a transition from a columnar to an equiaxed dendritic growth (CET) can be obtained. 

However, electromagnetically-driven melt convection may also produce segregation freckles on the 

macroscale especially in solute-rich alloys showing different equilibrium concentrations of solute in 

the mixed crystal and the surrounding melt [8, 9]. The achievement of superior casting structures 

needs a well-aimed control of melt convection during solidification, which in turn requires a detailed 

knowledge of the flow structures and a profound understanding of the complex interaction between 

melt flow, temperature and concentration field. Time-modulated rotating magnetic fields have been 

proposed recently to control the heat and mass transfer at the solidification front and to avoid 

segregation effects [10 - 12]. 

In this paper experimental results are shown to understand the impact of alloy composition on the 

grain size and phase distribution for different flow conditions. To typify different solidification 

behaviors we compare various compositions. For this study pure aluminium, AW EN 6082 wrought 

aluminium alloy and an AlSi7 cast alloy was used. Our results demonstrate the restriction of 

meaningful implementation in low-alloy and the potential to control the grain size in wrought and 

cast alloys. 
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Experimental Set-up 

The present study was conducted using 99.997 wt % and 99.9999 wt % Al as two levels of pure 

aluminium, respectively (Hydro Aluminium High Purity GmbH). The cylindrical ingots (diameter 50 

mm, height 60 mm) were directly eroded from the raw billet. The surface of specimens was ground 

using SiC - paper and cleaned afterwards by means of an ultrasonic cleaner. The entire preparation 

process was done carefully in order to avoid pollution of the material. 

The cast Al 7wt% Si alloy was melted from 99.99% Al and 99.999% Si according to the designated 

composition. For the other investigated alloys, the wrought aluminium alloy AW EN 6082 and the 

A226, commercial supported material was used. 

A schematic view of the experimental set-up is shown in Fig 1 (a). The specimens were prepared 

in a double walled, cylindrical stainless steel mould with an inner diameter of 50 mm and a height of 

100 mm. The inner wall of the mould was coated with boron nitride (BN). Samples were solidified 

directionally from the bottom in a double-walled, cylindrical stainless steel mold. Preparatory 

specimens were made with a predetermined weight of 315 g corresponding to a filling height of 60 

mm for the liquid in the mold. After melting the mold was positioned at a water-cooled copper chill 

which was kept at a constant temperature of about 20°C. In the experiments presented here the cooling 

of the sample and the influence of the magnetic field starts at the same time. In the case of the pure 

alloys, the forced convection would be generated by electro current direct in the meld. The convection 

to the melt is schematic presented in Fig 1 (b). After the solidification samples was sectioned 

longitudinally along its mid-plane for metallographic investigations. 

More details for the experimental set-up and the prinziple of electro current application you can 

find in [12 - 14]. 

a)  

b)

 
Figure 1. Schematic drawing of the experimental setup: a) for the electromagnetic stirring and b) an application of 

electro current. 

Results 

The solidification experiments were performed using 99.997 wt % and 99.9999 wt% Al, 

respectively. Figure 2 displays the macrostructures in the longitudinal section of four samples 

solidified from the raw material 99.9999 wt% Al without forced convection (Fig. 2(a)) and with 

electric current treatment (Fig. 2(b)). The macrostructures are rather coarse and show only a few 

grains. A grain refining effect of the convection is not visible. Apart from the composition of the 

investigated material and different cooling conditions, the experimental configuration is identical like 

in [13], but, the corresponding solidification experiments in pure aluminium performed here do not 

reveal any tendency for a significant grain refinement. In order to check a potential grain refining 

effect by forced convection these experiments were repeated using the pure Al (99.997 wt %). The 

resulting macrostructures shown in Fig. 3 a) contain also very few coarse grains.  

Obviously, these findings contradict the results reported by previous papers [15, 16]. One 

remarkable distinction is the lower purity level of the aluminium used there (99.7 wt % Al [16], 99.97 

wt % Al [15]). 
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a)   b)   

Figure 2. Macrostructures in the longitudinal section of solidified 99.9999 wt% Al a) without forced convection and  

b) with forced convection by using electric current and graphite electrodes. 

 

For checking the influence of the purity level on the results we have performed an additional 

experiment where the material was slightly contaminated. For that purpose, the original material was 

melted in a clay-graphite crucible. After melting the liquid aluminium was poured into the mould 

made of stainless steel. The chemical analysis resulted in a purity level of 99.97 wt % Al. In particular, 

the amount of Si increases by a factor of about 70, the amount of Fe by a factor of about 22. The 

further experimental procedure was identical with those of the previous experiments. The resulted 

macrostructure is shown in Fig. 3b). The grain size is significant smaller as in the sample with a 

higher purity, but the difference between the situation with and without (is not shown here) forced 

convection is negligible [14]. 

Both electromagnetic stirring as well as the application of electrical currents produce a forced melt 

flow during solidification which causes distinct changes of the temperature and the concentration 

field in the mushy zone. The melt flow promotes grain refinement by forcing remelting and 

detachment of dendrite side arms by the local accumulation of solute in the mushy zone and reduction 

of temperature gradients in the melt. This mechanism works verifiably in solute-rich alloys [17], but, 

cannot be considered as an explanation for the grain refining effect in pure metals. Previous 

solidification studies showing significant grain refinement in pure aluminium [15, 16] were 

conducted using material which did not show such a high purity level as in our study. 

a)   b)   

Figure 3. Macrostructures in the longitudinal section of solidified 99.997 wt% Al with an applied magnetic field a) 

eroded sample from the original ingot and b) polluted by a remelting in a clay-graphite crucible and a final purity of 

99.97 wt % Al. 

 

Moreover, the melt was solidified in sand moulds which do not guarantee a perfect control of the 

purity level. Melt flow could transport impurities from the wall into the bulk of the sample where 
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such particles, oxides, etc. can become efficient as nuclei. More details of this examination you can 

find in [14]. For wrought aluminium alloy AW EN 6082 with 97 wt.% Al a distinct grain refinement 

effect can be observed [18]. 

In the case of solute-rich alloys not the grain refining but rather the segregation effects of forced 

convection can be the problem. Many studies shows that driven melt convection may also produce 

segregation freckles on the macroscale [19]. Fig. 4 show the influence of forced convection on the 

macrostructure and the phase distribution on the solidification structure of a Al 7 wt.% Si alloy. 

As described before a distinct grain refinement caused by the forced convection becomes visible. 

In Fig. 4b) a deflection of the columnar grains in the bottom part in the case of the continuous applied 

RMF is evident. The reason for this deflection is the permanent radial inward flow along the front of 

the mushy zone. To overcame these segregation effect a modulated magnetic field can be use as 

described in [11, 12]. With the applied modulated magnetic field in a proper way the deflection in not 

visible like in Fig. 4c). This macrostructure indicates a flow structure without preferred direction 

ahead the solidification front. This assumption is confirmed by measurements of the distribution of 

the eutectic content. While in the lower part of Fig. 4(e) a strong segregation can still be observed 

along the axis, this segregation disappears in the case of the sample solidified with a modulated 

magnetic field in Fig. 4(f). The horizontal segregation around the position of the CET remains visible 

in all cases where forced convection is applied. More details to the mechanism and the impact of the 

modulated magnetic field on the mechanical properties you can find in [20]. 

 

a)      b)      c)      

d)  e)  f)  

Figure 4. Longitudinal sections of solidified samples: (a-c) Macrostructure and (d-f) distribution of the eutectic phase 

for (a) and (d) without forced convection, (b) and (e) a continuous applied RMF with B0 = 9.2 mT and (c) and (f) a 

modulated RMF with fR = 0.35 mT and B0 = 9.2 mT. 

 

The promotion of the CET is also caused by the mixing effect in the liquid stage. The temperature 

field becomes homogenized. Due to this mixing, the melt (or melt and crystals) are longer in the 

solidification interval. Because of this effect intermetallic phases have more time to growth. 

Furthermore, the flow transports fresh solute to the intermetallic phase, which allows it to grow faster. 

In Fig. 5 the microstructure of an A226 alloy are shown. In the case without forced convection the 

intermetallic phases have a maximum size of 100 m (Fig. 5a)). On the contrary the intermetallic 

phases with forced convection can grow to a length of more than 300 m.  
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a)   b)   

Figure 5. Microscopic structure of an A226 alloy a) without forced and b) with forced convection. 

 

Summery 

The present overview shows the influence of the alloy composition on the solidification structure 

if a forced convection is applied. It could be shown that forced flow is not always able to cause grain 

refining. This requires a sufficient amount of alloying components. Furthermore, it could be shown 

that with the help of time modulated magnetic fields grain refinement can be achieved and segregation 

can be prevented. With the last example, the complex interaction of flow and structure development 

should be underlined. This demonstrates that experience from one alloy cannot be easily transferred 

to other alloys with other  metallographic constituent. Therefore, further experiments make sense 

and should be used to optimize materials. 
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Abstract 

The ESA-MAP research program MICAST (Microstructure Formation in CASTing of Technical 

Alloys under Diffusive and Magnetically Controlled Convective Conditions) focuses on a systematic 

analysis of the effect of convection on microstructure evolution in cast Al-alloys. Questions are, for 

example, how intensity of convection and flow direction act on the evolution of the mushy zone, on 

macro- and micro-segregations, on dendrite morphology, on the growth mode and on spatial 

distribution of intermetallic precipitates. 

In order to simplify the complex interactions between heat and mass transport and microstructure 

evolution, the experiments performed by the MICAST team are carried out under well-defined 

thermally and magnetically controlled convective boundary conditions using directional 

solidification. They are analysed using advanced diagnostics and theoretical modelling, involving 

micro-modelling and global simulation of heat and mass transport. 

The MICAST team uses binary, ternary (enriched with Fe and Mn) and technical alloys of the 

industrially relevant Al‐Si cast alloys family. In the frame of the MICAST project solidification 

experiments were performed on the International Space Station (ISS) in the ESA payload Materials 

Science Laboratory (MSL) with a low gradient furnace (LGF) and a high(er) gradient one (SQF, 

Solidification and Quenching Furnace) to complement the scanning of a range of solidification times. 

Binary Al-7wt.%Si and ternary Al-7wt.%Si-1wt.%X (X=Fe, Mn) alloy samples were directionally 

solidified under both purely diffusive and stimulated convective conditions induced by a Rotating 

Magnetic Field (RMF). This contribution gives an overview on recent experimental results and 

theoretical modelling of the MICAST team and gives an outlook for the upcoming years of ISS 

experimentations by the team and the questions to be addressed with future experiments. 
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Abstract 

Many studies have demonstrated that the application of electromagnetic stirring enhances the area of 

equiaxed grains and reduces the mean grain size (see e.g. [1-2]). It is widely accepted that flow-

induced grain refinement and the CET (columnar to equiaxed transition) in metallic alloys is triggered 

by the appearance of additional dendrite fragments originating from the columnar front. The 

mechanism for grain multiplication by melt convection is supposed to be complex and is not fully 

understood until now. The idea to apply electromagnetic stirring to control the defects arising from 

the action of natural convection is not straightforward too. 

The X-ray radiography was used for an in-situ study of the effect of electromagnetic stirring during 

the directional bottom-up solidification of a Ga-25wt%In alloy in a Hele-Shaw cell [3]. The 

experimental setup was extended by a magnetic wheel, which allowed for controlled excitation of a 

melt flow in the liquid phase. The forced flow eliminates the solutal plumes and damps the local 

fluctuations of solute concentration. The induced redistribution of solute induces different effects on 

dendrite morphology, such as the uneven growth of primary trunks or lateral branches, remelting of 

single dendrites and also of lager dendrite ensembles, changes the inclination angle of the dendrites 

and leads to an increasing arm spacing. The uneven growth of primary dendrites at the beginning of 

the solidification experiment leads to the formation of Ga-rich zones near the solidification front 

which develop into distinct segregation freckles. 

Another interesting effect can be observed during solidification experiment: the switching off the 

magnetic wheel leads to "repairing" of a segregation channel due to growth of equiaxed or fine 

dendrites in areas of Ga-rich pools. It has been demonstrated that the appearance of small equiaxed 

grains in the undercooled melt in the segregation pools is triggered by quick redistribution of solute 

after stopping the magnetic pump. A more detailed study of the "repairing" mechanisms of channels 

is the subject of ongoing work. 
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Abstract 

Centrifugal casting processes of titanium aluminides are mainly used to produce parts for automotive 

and aircraft industries. During these processes, gravity levels can be as high as 20 nevertheless the 

effect of solutal convection during directional solidification of dendrite is not well know. With the 

aim of supporting directional solidification experiments under hyper-gravity using a large diameter 

centrifuge and under microgravity using sounding rocket experiments, we have applied phase field 

simulations in order to study the evolution of dendritic morphologies in Ti48Al during directional 

solidification with and without flow.The main microstructural features of TiAl alloys directionally 

solidified with gravity level ranging between 0 and 20 will be shown. The effect of fluid flow on the 

formation of dendrites will then be presented especially for spacing evolution and branching by tip-

splitting of dendrites induced by flow. 

 

In-situ analysis of thermoelectric magnetic effect by synchrotron X-radiography 
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Henri Nguyen-Thi, Lara Abou-Khalil, Georges Salloum-Abou-Jaoude, Jiang 
Wang, Mariano Garrido, Guillaume Reinhart, Xi Li, Zhong-Min Ren and Yves 

Fautrelle 

Keywords: Solidification, Equiaxed grains, Static magnetic field, Thermo-Electro-Magnetic Force, 
X-Radiography 

Abstract 

It is well known that the application of a magnetic field during the growth process can have 

pronounced effects on cast material structures and their properties, so that magnetic fields have been 

widely applied since the 1950’s. Solidification of liquid metals contains all the ingredients for the 

development of the Thermo-Electric (TE) effect, namely liquid-solid interfaces and temperature 

gradients. Combination of TE currents with a superimposed magnetic field gives rise to Thermo-

Electro-Magnetic (TEM) volume forces acting on both liquid and solid. TEM forces acting on the 

solid cause both fragmentation of dendrite branches and a movement of equiaxed grains in 

suspension. These phenomena were already unveiled by post mortem analysis of samples, but they 

could be analyzed in more detail by using X-radiography in situ and real-time observations. 

Moreover, TEM forces also act on the liquid, which results in the generation of fluid flows, which 

considerably modifies the morphology of the solidification front as well as that of the mushy zone 

(channeling effect). 

In this presentation, we present a review of experimental investigations of the TEM forces induced 

by a permanent transverse magnetic field during columnar and equiaxed solidification of Al-Cu alloys 

(4wt% and 10wt%). In situ visualization was carried out by means of synchrotron X-radiography, 

which is a method of choice for studying dynamic phenomena in metal alloys. The presentation brings 

conclusive evidences of all the aforementioned effects (dendrite fragmentation, motion of solid 

particles, formation of segregated channels in the mushy zone). 

In addition, numerical calculations of the TEM convection and Stokes drag force were performed 

firstly on a spherical solid and secondly on a dendrite envelope. Considering the wall confinement 

and the grain morphology, an excellent agreement was found between the experimental values and 

the numerical predictions. 
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Abstract 

Influence of a magnetic field applied to a metallic alloy during solidification under high temperature 

gradient may have a strong impact on the final micro-structure of an ingot. The observed effects due 

to Lorentz forces created by thermo-electric currents coupled with magnetic field, are directional 

movements of each equiaxe grain with dendrite arms breaking. Experiments related in litterature 

show the effectiveness of such phenomena. Our research group at EPM focuses on a better 

comprehension of the magneto-thermo-electric effects through computational simulation and 

mathematical modeling. We have developed numerical tools simulating these phenomena. Those 

tools allow to calculate Temperature, thermoelectric currents, fluid motion inside a given sample and 

the trajectory of a unique grain. The magnetic field is considered uniform and may vary in time. Tools 

are based on 2D and 3D finite element model of fundamental physical coupled equations, also 

coupled to the dynamic fundamental equations to calculate trajectory and rotation of one grain. A 

domain immersion method is applied considering two coupled regions : the experimental sample 

considered as a liquid region and the grain domain composed of solid grain and adjusted liquid region 

around it. Algorithms are non linear and may be static or transient. Numerical experiments are based 

on various grain's morphology : 

- in 2 dimension, grain may be rectangular, circular or built from X radiography image, 

- in 3 dimension, grain may be spherical, hexaedral or built from tomography image. 

Simulations with DC fields show that grain are moving in a preferential direction different of vertical 

sedimentation one, until reaching the boundary of the domain. In the case of low frequency magnetic 

field (<10Hz), trajectories of grain are oscillating on a shorter distance. In both cases, a rotation may 

appear due to differential distribution of forces developing in dendrite arms around the mass center 

of the grain. The rotation and translation motion are linked to grain morphology. If frequency grows, 

trajectories of grains become shorter, until quasi immobility, and induced currents due to Joule effect 

becomes important. 

The numerical tools will be presented in detail, and results of simulations will be compared, when 

possible, to analytical and experimental data. 
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Abstract 

By applying the Bridgman method of vertical arrangement with bottom cooling, unidirectional 

solidification experiments were performed by using pure ternary Al6Si4Cu alloys in a rotating 

magnetic field. The length of cylindrical samples was 120 mm and their diameter was 8 mm. In the 

course of the solidification process, the rotating magnetic field was switched on and off twice. The 

magnetic induction of field was 30, 60 mT or 90, 150 mT. In each case, the frequency of field was 

50 Hz. The magnetic field was generated by the CHRMF (Crystallisator with High Rotating Magnetic 

Field) facility planned and built at our Institute. The experiments were performed at three different 

types of decelerated sample-movement by which the approximately constant movement velocity of 

solid/liquid interface could be ensured along the entire length of sample. During the experiments, the 

temperature of sample was measured by using 13 pieces of NiCr-Ni thermocouples placed along the 

length of the sample. The position of solid/liquid interface, its movement velocity and the temperature 

gradient were determined from the recorded data by using an in-house software. The interface 

movement velocities were 0.04 mm/s, 0.08 mm/s and 0.14 mm/s and the temperature gradient was 9 

± 1 K/mm along the length of samples. Under the influence of the strong melt flow developed by the 

rotating magnetic field, the columnar dendritic structure transformed into an equiaxial dendritic one 

and a “Christmas-tree”- shape macrosegregation developed in the samples. The secondary dendrite 

arm spacing as well as the Si- and Cu-concentration were measured along the sample length at the 

edge of the sample as well as in the half-radius. Relationships were determined between the 

concentration-change caused by the flow and the values of secondary dendrite arm spacing. The 

average diameter of segregated trunks, the average diameter of segregated branches as well as the 

average distance between the segregated branches were determined among the geometrical 

parameters of macrosegregation. The parameters were plotted as a function of the applied magnetic 

induction at different movement velocities of the solid/liquid interface. 

 

Effect of Travelling Magnetic Field on the Solidified Structure of Peritectic Sn–

Cd Alloy 

Maria Sveda, Anna Sycheva, Arnold Ronafoldi, Andras Roosz 

Keywords: travelling magnetic field, directional solidification 

Abstract 

In the course of the directional solidification experiments performed in travelling magnetic field 

(TMF), it was observed that the melt flow has a significant effect on the solidified structure of Sn-Cd 

alloys. In this paper, this effect was investigated experimentally in the case of Sn-1.6 wt. % Cd 

peritectic alloy. A Bridgman-type gradient furnace equipped with two different inductors was used 

for the experiments. One of them generates the travelling magnetic field in order to induce a flow in 

the melt. The microstructure was investigated by an optical and a scanning electron microscope. The 

Cd concentration was measured along several lines as function of the sample diameter by Energy-

dispersive X-Ray microanalysis. The cell size of the primary tin phase was determined by an image 

analyzer on the longitudinal polished sections along the total length of the samples. To the effect of 

melt flow induced by TMF, the microstructure changes from banded to finer cellular microstructure. 
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Abstract. Si-Ge based thermoelectric materials are of interest due to the challenges associated with 

energy recovery from waste heat in industrial processing. A directionally solidified, chill cast ingot 

of Si70Ge30 was broken into pieces before being subject to rapid solidification in reduced gravity. 

Drop-tube processing was employed to produce a powder sample with particle diameters in the range 

850-150 μm. Solidification occurred under reduced gravity conditions during free-fall down the tube. 

Cooling rates of between 1800 and 20000 K s-1 were achieved among the various particle sizes. EDX 

analysis was used to confirmed that the starting material, drop-tube particles and a small amount of 

residual material left in the crucible were all the same composition. Scanning Electron Microscopy 

(SEM) was used to analyse the resulting microstructure as a function of cooling rate.  

The as-solidified microstructure consists of relatively large Si-rich grains with Ge localised at the 

boundaries, in line with the expected solidification pathway. The Ge is found to form numerous small 

Ge rich grains which decorate the boundaries of the much larger Si-rich grains, resulting in highly 

bimodal grain size distribution. This has not previously been reported in the scientific literature. The 

effect of cooling rate on grain size was studied using SEM and quantitative image analysis, with grain 

size being found, as expected, to decrease with increasing cooling rate. Point Energy Dispersive X-

Ray (EDX) was conducted on all samples at areas of interest; with the larger Si rich grains showing 

more Si than the original alloy composition (approx. 5-15% more). The small Ge rich grains showed 

relatively small amounts of Si (between 3-15%). The segregation and heterogeneity found in the 

microstructure of rapidly solidified particles, alongside the correlation in grain sizes determined by 

cooling rate, would be important in understanding and improving the conversion efficiency of SiGe 

whilst also maximising the cost-efficiency. 

Introduction 

Due to their application in micro-electronics, semiconductors such as 𝑆𝑖1−𝑥𝐺𝑒𝑥 are the subject of 

great current interest. In particular, their tuneable band gap means that the alloy proves to be more 

flexible than current, pure silicon based, materials [1]. High mechanical strength and a high melting 

point, together with a low thermal conductivity at high temperatures (900 to 1200 K) [2], means that 

𝑆𝑖1−𝑥𝐺𝑒𝑥is often used in thermoelectrical power generation. The performance of electricity 

generation using heat from a thermoelectric material is determined by the dimensionless figure of 

merit: 

𝑍𝑇 = 𝜎𝑆2 𝑇/𝜅 .                                                                                                                           (1) 

 

where σ is the electrical conductivity, S is the Seebeck coefficient, and κ is the thermal conductivity. 

The maximum efficiency is given as a function of the figure of merit ZT [3] by: 

 

𝜂𝑚𝑎𝑥 =  
𝑇ℎ− 𝑇𝑐

𝑇ℎ
[

√1−𝑍𝑇𝑎𝑣𝑒−1

√1−𝑍𝑇𝑎𝑣𝑒+𝑇𝑐/𝑇ℎ
].                                                                                                  (2) 

 

where 𝑇ℎ and 𝑇𝑐 are the hot- and cold-side temperatures, respectively, and 𝑇𝑎𝑣𝑒 is the average (𝑇ℎ +
𝑇𝑐)/2. The maximum efficiency is a product of a reduction factor along with the Carnot efficiency 

(𝑇ℎ − 𝑇𝑐)/𝑇ℎ. 

Interest in SiGe alloys in industry has been due to its ability to recover power by utilising waste 

heat and as a result increasing cost efficiency, particularly in steel manufacturing. One of the primary 

challenges in developing the next generation of SiGe thermoelectric materials is to avoid altering the 
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characteristics of SiGe when reducing the amount of the more expensive Ge component. SiGe alloys 

with compositions of Si₉₂Ge₈ [4,5] and Si₉₅Ge₅ [4] using a nanostructuring approach have previously 

been developed, this representing a lower Ge content than the commercial alloy that is available. 

Electromagnetic levitation studies have found that the solidification conditions can affect the 

development of the microstructure, so thermal conductivity of the lower Ge content materials can be 

decreased by departing from thermodynamic equilibrium (i.e. increasing undercooling) [7,8,9]. In a 

previous study, melt spinning was used to synthesise SiGe samples and they were compared against 

slow cooled SiGe samples of the same composition. During close to equilibrium solidification the 

microstructure appeared inhomogeneous, in contrast to the rapidly solidified samples which showed 

a greater degree of homogeneity. Increased solute trapping was thought to be the reason behind this, 

with the rapidly solidified samples displaying less segregation than the sample solidified close to 

equilibrium. The study also found that homogeneity was improved at a higher cooling rate, alongside 

a decrease in grain size. [5]. Another study in 2002 compared microgravity experiments conducted 

on SiGe samples using the Japan Microgravity Center’s (JAMIC’s) drop shaft and 10m drop tube 

with samples processed under conventional conditions. Ground-based samples showed a higher level 

of segregation, though segregation was not fully suppressed even in the samples produced in 

microgravity. Segregation was thought to have occurred due to diffusion during unidirectional 

solidification [6]. Both studies found that the first region to solidify was the Si-rich grains followed 

by Ge-rich regions forming towards the edges and boundaries of the large distinctive Si-rich grains. 

Experimental Procedure 

Rapid solidification was affected by drop-tube processing. Small pieces broken from a 

directionally solidified, chill cast ingot of SiGe were obtained from Goodfellow. Multiple pieces of 

the ingot (approx. 4 g) were loaded into an alumina crucible which contained three  300 m laser 

drilled holes in the base. A graphite susceptor was used to mount the crucible at the top of the drop-

tube and created a gas-tight seal to allow the molten alloy to be ejected under pressure. This was 

placed within a twin-walled alumina heat-shield surrounded by an induction coil that is connected to 

a 3 kW RF generator.  

Before melting the tube is flushed three times with oxygen free nitrogen at a pressure of 40 kPa 

after it is evacuated to a pressure of 1 Pa using an oil-filled rotary pump. A turbomolecular pump is 

then used to evacuate the tube to a pressure of 10-4 Pa before it is filled again to 40 kPa with dried, 

oxygen free nitrogen gas. An R-type thermocouple within the melt crucible was used for temperature 

determination. A 95-minute heating cycle was employed to melt the material with an estimated 50 K 

superheat prior to ejection.  Ejection is achieved by pressurising the crucible with 400 kPa of nitrogen 

gas. Further details of the drop-tube method can be found in Ref. [7] 

The solidified particulate samples were collected then sieved into the following standard sieve 

sizes: 850 μm < d, 500 μm < d < 850 μm, 300 μm < d < 500 μm, 212 μm < d < 300 μm and 150 μm 

< d < 212 μm, with d being the particle diameter. Cooling rates for particles in free-fall were estimated 

from the balance of heat fluxes, following the method given in [7]. For particles of 850, 500, 300, 

212 and 150 μm in diameter the estimated cooling rates for the undercooled liquid were 1800, 3600, 

7200, 12000 and 20000 K s-1 respectively. Some SiGe melt remained in the crucible following the 

pressurisation, possibly due to the base of the crucible not being perfectly flat. The residue, starting 

material and drop-tube particles were all confirmed to be the same composition using EDS (described 

below). 

In preparation for Scanning electron microscopy (SEM) the samples were mounted in 

TransOptic™ resin before being ground and polished. The samples were then sputter coated using a 

layer or Carbon. Full details of sample preparation for SEM analysis can be found in Ref [8]. The 

high-resolution settings in backscattered detection mode on the Hitachi SU8230 microscope were 5 

kV accelerating voltage (𝑉𝑎𝑐𝑐) and 30 μA probe current (𝐼𝑒). Grain size distribution from the SEM 

backscattered micrographs was analysed using the ImageJ software [9]. Electron Dispersive X-Ray 

(EDX) Spectroscopy maps were obtained for each sieved sample sizes, crucible residue and starting 

material, with point measurements also taken at areas within the micrographs of interest.  
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A Scheil calculation was also conducted for Si-Ge with a starting composition of 25 at. % Ge 

where diffusivity was assumed to be 0 in the solid fraction and infinite in the liquid. This was 

conducted using the CALPHAD modelling software package MTDATA [10] with version 4.3 of the 

SGTE database. 

Results 

SEM Microstructure Characterisation. A section of the starting crushed ingot was analysed 

using SEM backscatter to compare with rapidly solidified samples. The SEM micrograph, seen in 

Fig. 1a, appears to display a heterogenous microstructure with significant variations in Ge content. 

The microstructure of the residual crucible sample is displayed as an SEM backscatter micrograph in 

Fig. 1b and it also shows a heterogenous microstructure with significant variations in Ge content. 

The SEM backscatter micrographs shown in Figs. 2a – 2e are associated with the drop tube 

processed samples of each size fraction. In contrast to previous studies we find, somewhat 

surprisingly, that the rapidly solidified samples show greater inhomogeneity with more visible 

segregation compared to either the starting or residual materials. Ge is found to be localising at the 

boundaries of the relatively large Si rich grains. Further investigation finds the Ge on the boundary 

of the large Si grains to be formed as smaller grains resulting in a bimodal grain size distribution. The 

segregation and Ge localisations are in line with the findings of Zhang et al [5] and Nagai et al [6], 

but the bimodal distribution of Si-rich grains and Ge-rich grains was not reported. Also visible are 

several ‘cross’ shapes, possibly a result of coring, within the Si grains which suggest the early signs 

of dendrite formation. 

The results of grain size distribution analysis, for the rapidly solidified samples, can be seen in 

Table 1. The average grain area, in μm2, for the Si-rich grains, Ge-rich grains and overall average 

grain area was investigated using a number (N) of scans at different sites within the sample(s) and 

this has been expressed with standard error. The average grain area can be seen to decrease as the 

cooling rate increases with a smaller particle size fraction. 

 

Table 1. Average area, in μm2, of A) Si-rich grains, B) Ge-rich grains and C) Overall average grain 

area observed in N number of SEM backscatter micrographs. 

 

Grain size distribution 
Average grain area in [μm2] (and standard error) 

Si-rich grains Ge-rich grains Overall average  

850 μm < d N=3 844.57 (93.73) 60.74 (6.95) 264.04 (13.54) 

500 μm < d < 850 μm  N=4 812.02 (229.61) 40 (3.39) 192.26 (20.97) 

300 μm < d < 500 μm  N=3 679.4 (10.22) 24.0 (0.72) 132.81 (4.87) 

212 μm < d < 300 μm N=4 467.31 (70.62) 17.51 (0.35) 102.47 (3.84) 

150 μm < d < 212 μm N=3 321.81 (30.79) 9.75 (0.65) 65.21 (2.44) 

EDS Point Measurements. EDS area mapping confirmed that all samples showed the same bulk 

elemental composition (± 2 wt. %). EDS point measurements were taken for all samples at regions 

of maximum Si concentration and maximum Ge concentration and the results can be seen in figures 

1 and 2 as wt. % of Si/Ge. The EDS point measurements confirm the higher level of segregation seen 

in the micrographs of the rapidly solidified samples as the Si-rich grains appear to have a higher Si 

content that the starting alloy, and Ge-rich grains consistently have over 70% Ge. A high diffusive 

flux resulting from strong segregation would also help explain the visible dendrite fragments at the 

centre of some grains. 
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Figure 1. SEM backscatter micrographs with EDS point measurements of A) Starting ingot, and B) 

Crucible residue. 

 
 

Figure 2. SEM backscatter micrographs with EDS point measurements of rapidly solidified 

samples with particle size fractions of A) 850 μm < d, B) 500 μm < d < 850 μm, C) 300 μm < d < 

500 μm, D) 212 μm < d < 300 μm and E) 150 μm < d < 212 μm. 
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CALPHAD Modelling. Fig. 3 shows both the solid fraction (red) and the elemental composition 

of the growing solid (blue) as a function of solid fraction based upon a Scheil calculation. Noticeably, 

the solid fraction is seen to be strongly non-linear in the melting interval. The first solid formed is 

very Si-rich containing 84.3 wt. % Si and 14.7 wt. % Ge. Ge-rich regions are expected to solidify 

relatively late in the solidification sequence which is consistent with large Si-rich grains surrounded 

by grain boundaries high enriched in Ge, as observed in Fig. 2. Indeed, last parts of the microstructure 

to form would be expected to contain the highest concentration of Ge (approaching 100% Ge 

concentration). 

 

 

Figure 3. Scheil solidification sequence of the growing solid fraction and Ge composition in the 

growing solid fraction during rapid solidification. 

 

Conclusion 

It was found that the average grain size within the microstructure(s) correlated with the cooling 

rate, as a higher cooling rate resulted in a smaller average grain size. Both the microstructures found 

in SEM micrographs and the EDS point measurements seem to agree with the Scheil calculation with 

large Si grains expected to form first, and the solid fraction of the highest concentration of Ge to form 

at the end of solidification and occupy the Si grain boundaries. EDS point measurements also showed 

that the level of segregation found was higher than previously reported. 

The formation of a bimodal distribution with Si-rich grains followed by Ge-rich grains was found 

in the SEM backscatter images but interestingly this was not previously reported despite a similar 

microstructure found by Zhang et al [5] and Nagai et al [6].  
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Abstract. For understanding the effect of doping with Cu on the thermoelectric performance of 

Bi2Te3 based materials, anisotropic CuxBi2Te3 (x=0 … 0.15) samples were prepared by a tailored 

zone melting technique. Since thermoelectric properties are extremely sensitive to alloy composition 

and crystal orientation, a zone melting technique with a seed crystal was developed to ensure the 

homogeneity of Cu along the growth direction. During directional solidification, growth of CuxBi2Te3 

with a planar interface proceeds from the seed ingot to the sample ingot. The seed alloy is of a 

different Cu concentration from that of the sample alloy. The seed crystal concentration is chosen 

from the experimentally determined solute redistribution of Cu during planar growth of CuxBi2Te3 

alloys. At low Cu concentrations, particularly x=0, 0.05, growth occurs as single phase Bi2Te3. With 

increasing Cu concentration (x ≥ 0.07), the Cu-rich phases Cu2Te and (Cu) form. The temperature 

dependent thermoelectric properties of CuxBi2Te3 were characterized from 330 to 525 K. Cu doping 

and increasing Cu concentration leads to a transition from p- to n-type thermoelectric properties. 

Besides, Cu doping up to x=0.07 contributes to enhanced electrical conductivity and reduced thermal 

conductivity. Further increase of Cu concentration (x=0.15) leads to simultaneous deterioration of 

Seebeck coefficient and electrical conductivity. The Cu0.07Bi2Te3 samples show the highest figure of 

merit, particularly zT=0.82 at 330 K.  

Introduction 

Bismuth telluride (Bi2Te3) and its alloys are widely used in thermoelectric applications in the 

temperature range from 200 to 350 K, both for generating power from waste heat and as Peltier cooler. 

There is a strong need of improving the thermoelectric properties of Bi2Te3 based material for an 

enhanced working efficiency of thermoelectric devices. The performance of thermoelectric materials 

can be evaluated by the figure of merit 𝑧𝑇 = 𝛼2𝜎𝑇 𝑘⁄ , where 𝛼 is the Seebeck coefficient, 𝜎 the 

electrical conductivity, 𝑇 the absolute temperature, and 𝑘 the total thermal conductivity. Owing to the 

layered structure of Bi2Te3, in which quintuple layers (QL) [Te1-Bi-Te2-Bi-Te1] along the c-axis are 

the fundamental building blocks, the thermoelectric properties of Bi2Te3 are highly anisotropic. The 

zT value perpendicular to the c-axis, zT⊥, is generally at least twice of that parallel to the c-axis, zT//. 

Hence, solidification techniques including Bridgeman-type directional growth, Czochralski growth 

and zone melting are widely used to prepare oriented Bi2Te3 samples for fully exploiting the best 

thermoelectric property direction.  

Beside the optimization of thermoelectric properties by modifying the synthesis process, doping with 

donor or acceptor elements are used to optimize the charge carrier concentration, which is a key 

feature for excellent thermoelectric properties. Based on studies on Cu doped Bi2Te3, [1-10], Cu was 

shown to be a donor element, improving the thermoelectric performance of n-type Bi2Te3-based 

alloys. Cu ions partly intercalate between the quintuple layers of the crystal, providing an electron 

(Cu →Cu+ + e-) for electrical conductivity, or as inactive species [11]. It was demonstrated that the 

Cu atoms can also contribute to enhanced carrier mobility and reduced lattice thermal conductivity 

(𝑘𝐿) through the formation of Cu nanoparticles [3], resulting in enhanced zT values. The influence of 

Cu doping varies depending on the processing method of the sample.  

Considering the intercalating behaviour of Cu atoms between Te1 and Te1 layers, the thermoelectric 

properties of Cu doped Bi2Te3 are expected to be of a more pronounced anisotropy than the undoped 

material. For Cu doped Bi2Te3, both Cu concentration and crystallographic orientation play a critical 

role in the thermoelectric performance. For understanding the fundamentals behind the dependence 

of the thermoelectric performance in CuxBi2Te3 alloys on the Cu concentration, oriented samples of 
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a homogeneous Cu concentration, grown with a {001} plane (quintuple layer) parallel to the growth 

axis need to be generated. As grain boundaries will induce (equilibrium) segregation of Cu atoms 

and/or exert an influence on the carrier transport, the density of grain boundaries in the anisotropic 

sample should be as low as possible. A planar growth interface at a low growth rate is expected to 

reduce the density of grain boundaries and grain boundary segregation. In the present work, a zone 

melting technique will be applied to prepare anisotropic CuxBi2Te3 samples. Particularly, a seed ingot 

will be used for achieving a constant Cu concentration throughout the oriented sample. By 

characterizing microstructure, concentration distribution and thermoelectric properties, a critical Cu 

concentration for an optimum zT value of CuxBi2Te3 is determined.   

Experiments 

Synthesis  

As-cast ingots of CuxBi2Te3 (x=0, 0.05, 0.075, 0.10) alloys were produced from pure Bi, Te and Cu 

(≥99.99% purity) by induction melting. The mixture of the elements was loaded into a quartz tube, 

which was then evacuated, argon charged with up to 0.6 bar and sealed. During induction melting, 

strong convection in the melt contributes to an overall homogeneity of the melt. The as-cast sample 

is ~10 mm in diameter and ~ 60mm in length. The recently developed seeding zone melting technique 

[12] was applied to grow oriented CuxBi2Te3 from the as-cast ingot. A seed of CuxBi2Te3 with a Cu 

concentration twice of the desired Cu concentration of the sample was used. Planar growth of 

CuxBi2Te3 at a growth rate of 2 m/s started and proceeded from the seed ingot into the sample ingot, 

aiming for a homogeneous Cu concentration along the growth direction. More details can be found 

in our previous work [12]. Microstructure and composition were characterized using a scanning 

electron microscope (SEM) equipped with energy dispersive X-ray spectrometer (EDX). Phase 

analysis was performed by powder X-ray diffraction (XRD) with Cu 𝐾𝛼  (=1.54056 Å). 

Measurement of thermoelectric properties  

Cuboid samples of about 3  3  20 mm2 and disks of 10  2 mm2 were cut from the anisotropic 

CuxBi2Te3 samples. Electrical conductivity (𝜎) and Seebeck coefficient (𝛼) were measured using an 

LSR-3 device (Linseis Seebeck and Resistivity) in He atmosphere with temperatures ranging from 

330 to 525 K. The thermal conductivity (ktot) was calculated from the values of thermal diffusivity 

(𝜆), density () and specific heat capacity (CP) by the relationship k =𝜆CP. The Archimedes method 

was used to measure the density of the samples, yielding 7.64 g/cm3. Thermal diffusivity (𝜆) was 

measured using the laser flash method. The heat capacity, CP, was determined by a differential 

scanning calorimeter (Netzsch STA-449FA). A linear relationship between CP and temperature (in 

K) was suggested based on the experimental data: CP=0.16 + 4.6  10-5 T. The above properties were 

all measured along the directional solidification direction, i.e. allowing property characterization 

parallel to the basal plane.  

 

Results and discussion 

After seeding zone melting, constant concentrations of Bi, Te and Cu along the growth direction were 

observed. A representative concentration profile of the three elements in Cu0.07Bi2Te3 after seeding 

zone melting is shown in Fig. 1. The concentration of Bi is 41.5 ± 0.5 at%, the Te concentration is 

56.5 ± 0.5 at%, and the Cu concentration is 2 ± 0.5 at%. Judging from the composition analysis by 

EDX, the composition of the seeding zone melting samples deviates from the ratio Bi:Te = 2:3, which 

may lead to the formation of additional phases or a change of crystal structure. XRD analyses of fine 

powders of the CuxBi2Te3 samples were performed, as shown in Fig. 2. The main diffractions peaks 

belong to the rhombohedral Bi2Te3 phase, of which a is 4.385 Å, and c is 30.483 Å. For the sample 

with x=0.05, only diffraction peaks of the Bi2Te3 phase were observed. For higher Cu concentrations, 

particularly x≥0.07, small fractions of Cu2Te and (Cu) were detected. In comparison with previous 

work from Han et. al [3] in which x=0.08 was suggested as the upper limit of Cu solubility, the 

maximum solubility of Cu in Bi2Te3 in the present work is somewhat smaller. However, it is 
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consistent with the predicted upper limit of the solubility of Cu in Bi2Te3 (x=0.06) in previous work 

[12]. It is worth noting that judging from the combination of EDX and XRD results, Cu atoms are 

supposed to substitute Te atoms and the rhombohedral structure Bi2(Te,Cu)3 forms.  

 

Figure 1. Chemical homogeneity of Cu, Bi and Te along the growth direction in anisotropic 

CuxBi2Te3 (x=0.07). 
 

 

 
Figure 2. XRD diffraction patterns of CuxBi2Te3 showing the influence of minor amounts of Cu on 

the constituent phases. 

 

Representative microstructures of seeding zone melted CuxBi2Te3 samples grown with a velocity of 

2 m/s, and the growth interface and the microstructure of the sample part from zone melting, are 

shown in Fig. 3. A planar quenched solid/liquid interface was observed for all CuxBi2Te3 samples, as 

shown in Figs. 2(a) and 2(c). For the alloy with x=0.05, only one phase was observed below the 

quenched solid/liquid interface, as shown in Fig. 3(b). For the sample with x= 0.15, a randomly 

distributed secondary phase in the Bi2Te3 matrix (Fig. 3(d)) was observed. It was identified as a Cu-

rich phase, either Cu2Te or (Cu), as suggested from XRD pattern.  
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Figure 3. Microstructures with the quenched solid/liquid interface (left) and zone melted region 

(right) of CuxBi2Te3 after seeding zone melting; (a) (b) x=0.05; (c) (d) x=0.15. 
 

The temperature dependent thermoelectric properties along the growth direction of seeding zone 

melted CuxBi2Te3 are presented in Fig. 4, including Seebeck coefficient 𝛼, electrical conductivity 𝜎, 

power factor 𝛼2𝜎, total thermal conductivity 𝑘tot, (𝑘tot − 𝑘e) where 𝑘e is the electronic contribution 

to the thermal conductivity, and the figure of merit zT. 𝑘e is calculated based on the Wiedemann-

Franz law, 𝑘e = 𝐿𝜎𝑇, where 𝐿 is the Lorenz number, 𝐿=2.44×10-8 W Ω K-2. Without Cu, i.e. for x=0, 

Bi2Te3 exhibits positive semiconductor behavior (p-type) in the temperature range from 330 to 450 

K, and indeed a positive Seebeck coefficient was detected. For further increasing temperature above 

450 K, a negative Seebeck coefficient indicating n-type transport behavior was observed. For x=0.05, 

although a positive Seebeck coefficient was detected at 330 K, the transition temperature from p- to 

n-type transport behavior is distinctly reduced in comparison with undoped Bi2Te3. CuxBi2Te3 

samples with x ≥ 0.07 exhibit n-type semiconductor behavior in the whole temperature range from 

330 to 525 K. The highest Seebeck coefficient was obtained for x=0.07, whereas with further 

increasing Cu concentration (e.g. x=0.15), a deterioration of the Seebeck coefficient, especially at 

relatively low temperatures, was observed.  

With increasing Cu concentration, the variation of the electrical conductivity of CuxBi2Te3 is more 

complex than that of the Seebeck coefficient. The two samples with x=0.05 and x=0.15 exhibit similar 

electrical conductivity in the whole temperature range. The other two samples with x=0 and x=0.07 

exhibit similar temperature dependence of the electrical conductivity, and the sample with x=0.07 

exhibits an enhanced electrical conductivity as compared to that of the alloy with x=0. As indicated 

by the temperature dependent Seebeck coefficient, for x ≤ 0.05 two types of carriers, particularly 

electrons and holes, are present. The complex behavior of the temperature dependent electrical 

conductivity of CuxBi2Te3 alloys  is due to their complex conduction band structure. As a result, the 

Cu0.07Bi2Te3 sample exhibits the highest power factor at 330 K, i.e. 4.3  10-3 W m-1 K-2. This 

originates from the high Seebeck coefficient of -236.5 𝜇V K-1, and an electrical conductivity of 77.6 

 103 S m-1.  
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Figure 4. Temperature dependent thermoelectric properties of CuxBi2Te3 along the growth 

direction. (a) Seebeck coefficient 𝛼; (b) electrical conductivity 𝜎; (c) power factor 𝛼2𝜎; (d) total 

thermal conductivity 𝑘tot; (e) 𝑘tot − 𝑘e; and (f) figure of merit zT. 

 

As shown in Fig. 4 (d), all four CuxBi2Te3 samples exhibit increasing total thermal conductivity with 

increasing temperature. Cu additions reduce the total thermal conductivity of the samples with x ≤ 

0.07. While Cu0.07Bi2Te3 and Cu0.15Bi2Te3 exhibit nearly the same total thermal conductivity in the 

whole temperature range from 330 to 525 K, with a minimum of 𝑘tot of 1.78 W m-1 K-1 at 330 K. The 

Bi2Te3 sample exhibits increasing (𝑘tot − 𝑘e) with increasing temperature, which results from the 

bipolar transport effect due to the coexistence of electrons and holes. Doping with Cu as electron 

donor and formation of Cu2Te and/or (Cu) can suppress bipolar thermal conductivity and leads to a 

negative slope of (𝑘tot − 𝑘e) vs. temperature. All Cu doped Bi2Te3 samples exhibit significantly 

higher zT values in the higher temperature range (450 to 525 K) than those of undoped Bi2Te3. This 

results from the enhanced power factor and decreased thermal conductivity. Finally, in Cu0.07Bi2Te3 

at 330 K along the growth direction a zT value of 0.82 was obtained as the highest zT value.  

Summary 

Zone melting with a seed crystal was applied to Cu doped Bi2Te3 alloys for enhanced chemical 

homogeneity of anisotropic CuxBi2Te3. With Cu concentrations exceeding x ≥ 0.07, Cu2Te and/or 

(Cu) form besides the Bi2Te3 solid solution phase. Thermoelectric properties as a function of Cu 

doping in Bi2Te3 were investigated. As electron donor, Cu of sufficient concentration (x=0.07, 0.15) 

leads to change from p-type semiconductor behavior to n-type of CuxBi2Te3. A solid solution of Cu 

in Bi2Te3 and the formation of the Cu rich phase contribute to enhanced phonon scattering and reduce 
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bipolar conductivity. A significantly reduced thermal conductivity accompanied by an increased 

power factor results in an enhanced zT (zT=0.82) of Cu0.07Bi2Te3 as compared to undoped Bi2Te3.  
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Abstract 

Bio-compatible materials used in implantation fulfill their functions in applications inside a human 

body. In the case of using them as elements that connect the organism with the environment, problems 

arise. Classical bio-compatible alloys are a place preferable for bio-film grows, which in turn leads 

to serious infections and as a consequence for antibiotic therapy. There are a seriously problems in 

long-time application these elements as catheters, tracheal tubes, dialysis connectors and other. 

Extending the working time of such elements would reduce patient suffering and save significant 

resources for the treatment of infections. 

Previous research has shown that one of the most effective methods can be the use of a seemingly 

toxic metal that is bismuth. Its uniqueness in relation to other heavy metals is that it is not accumulated 

by the human body. 

To verify this theory, the Zn-Bi alloy were investigated. Zinc is a metal friendly to the body, and the 

ability to make Zn-Bi single crystals gives access to a research material with a strictly controlled 

distribution of bismuth precipitates in the structure. Single crystals for the tests were prepared using 

the Bridgman method. The research focused on two Zn-Bi alloy compositions, with a content of 2% 

and 4% by weight of bismuth. This is the range of the zinc-bismuth eutectic. The solubility of bismuth 

in zinc is low, so the obtained material was characterized by a mono-crystalline matrix Zn(a) 

decorated by the precipitates of native bismuth with varying degrees of dispersion. The mechanical, 

structural and biological aspects of the single crystals were investigated. Mechanical properties were 

determined in a compression test. Microstructure were observed on SEM with EDS. Microbiological 

tests including the growth of bacterial and fungal colonies allowed check the most favorable structure 

for potential medical applications. 
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Abstract 

Light-weight TiAl-based alloys are materials that could potentially be applied in high thrust-to-weight 

turbine engines in the form of either compressor blades or turbine blades. Normally, the Bridgman 

directional solidification process, with a ceramic mould, is an effective approach to not only improve 

the high temperature mechanical properties, but also enable greater geometrical complexity. 

However, because the high reactivity of TiAl melt it has, an interaction between molten metal and 

ceramic mould will be initiated during solidification. Thus, in order to decrease mould contamination, 

a novel directional solidification process was developed for TiAl-based alloys, where a conventional 

Y2O3 mould was used but the thermally gradient heating was performed coupled with 

electromagnetic cold crucible (EMCC) zone melting technology. To determine the characteristics of 

this process, the macro/microstructures and mechanical properties of directionally solidified (DS) 

Ti45Al2Cr2Nb ingots prepared by two kinds of directional solidification techniques, namely 

traditional graphite heating (control group) and EMCC heating, were extensively investigated using 

electromagnetic field and temperature field. Compared with the control group, this new technique 

can induce bigger electromagnetic force in the tangential direction, generate a more rapid heating and 

higher temperature gradient, and decrease the interaction between the mould and melt; however the 

heat transfer is altered to inclining outward owe to the lateral heat transfer. The DS sample prepared 

by this method can achieve finer columnar crystals growing toward to the axis. Also, it yields well-

aligned α2/γ lamellae at higher heating powers, but lower levels of contamination with regard to 

Y2O3. These are beneficial to improve mechanical properties of DS TiAl-based alloys, especially as 

the fracture toughness and tensile properties was being concerned about. 
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Abstract. The metastable monotectic alloy Co-Cu has been subject to rapid solidification under 

reduced gravity conditions via drop-tube processing. Two alloy compositions were studied, Co-50 

at.% Cu and Co-31.5 at.% Cu, with the undercooling required for binodal decomposition estimated 

as 41 K and 143 K respectively.  The resulting particles were classified into 9 size fractions between 

850 m and 38 m, giving cooling rates between 850 K s-1 and 85,000 K s-1. Liquid phase separation 

was observed in both alloys, as were fully spherical core-shell morphologies. A statistical analysis of 

> 3000 particles across both compositions and all size fractions was undertaken. It was found that for 

both alloys the incidence of liquid phase separation increased with increasing cooling rate (decreasing 

particle size). For the Co-31.5 at.% Cu alloy the incidence of spherical core-shell morphologies also 

increased with increasing cooling rate but for the Co-50 at.% Cu alloy it was found that the incidence 

of spherical core-shell morphologies peaked in the 106-75 m size fraction, wherein  40 % of all 

particles displayed this morphology. However, with further increases in cooling rate the incidence of 

core-shell structures decreased rapidly. This is thought to be due to the limited time available for 

migration of the two melts following liquid phase separation.  

Introduction 

Monotectic alloys, such as Al-Bi and Cu-Pb, undergo liquid phase separation when cooled below 

a critical temperature, forming two immiscible liquids. For metastable monotectic alloys this critical 

temperature is below the liquidus, meaning that liquid phase separation occurs only in the 

undercooled melt. Examples of such systems include Ag-Ge, Al-Ag [1], Cu-Fe [2] and Cu-Co [3], 

among others. Many monotectic systems display a large density difference between the two liquids, 

making processing under terrestrial conditions problematic due to rapid buoyancy induced separation 

of the two liquids. However, when such materials are processed in the absence of gravity, buoyancy 

induced flow is eliminated and a range of unique structures can be accessed. In small droplets core-

shell structures, in which a spherical core of one phase is encased in a shell of the other phase, have 

been observed in both stable [4] and metastable monotectic systems [5].  

Such structures arise due to Marangoni convection, that is, flow driven by differences in the surface 

tensions of the two liquids. In the absence of buoyancy, Marangoni flow may become dominant over 

small length scales, wherein small temperature gradients across the cooling droplet drive the higher 

surface tension phase towards the core and the lower surface tension phase towards the surface of the 

droplet. However, the effect is far from fully understood, with not only core-shell but also three- 

(core-shell-corona) and even multi-layer structures being observed in some systems [5]. Moreover, 

some authors have claimed the core is always the lower volume fraction phase [6], while others have 

claimed it is always the higher melting point phase [4]. Likewise, the balance between migration 

velocity (increasing with increasing cooling rate) and time available for migration (decreasing with 

increasing cooling rate) can lead to a range of intermediate states [5] which may further complicate 

the analysis of such structures.  
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A number of novel applications have recently been suggested for monotectic alloys including: the 

formation under rapid cooling of amorphous-crystalline [7] or amorphous-amorphous [8] composites, 

the fabrication of microporous metals by selective leaching of one of the demixed phases [9], Metal 

Matrix Composites (MMC’s) in which the ceramic particles are confined to one of the demixed 

phases [10] and the formation of Cu or Ag based core-shell particles which have significant promise 

for electrical interconnects [4]. 

In this paper we investigate the metastable monotectic system Co-Cu, processed under reduced 

gravity conditions is the Leeds 6.5 m drop-tube. Liquid phase separation in undercooled Co-Cu alloys 

has previously been studied by electromagnetic levitation [3] and in both long- [11] and short- [12] 

drop-tubes. A range of structures have been reported including Co-rich spherulites [3], α-Co dendrites 

at the surface of the droplet with Cu-rich spheres towards the centre [11] and uniformly dispersed Co-

rich spheres in a Cu-rich matrix [12]. However, as far as we are aware, there have been no previous reports 

of core-shell type structures in undercooled Co-Cu melts.  

Experimental Methods 

The Co-Cu master alloys for subsequent drop-tube experiments were produced by arc melting 

elemental Co and Cu together under a protective argon atmosphere. Two alloys were produced, with 

compositions of Co-50 at.% Cu and Co-31.5 at.% Cu. The equilibrium liquidus temperature for the 

two compositions, together with the undercooling required for binodal (nucleated) and spinodal 

(spontaneous) liquid phase separation to occur were determined using the CALPHAD method using 

the assessed thermodynamic data for the Co-Cu system given by [13]. 

Rapid solidification processing took place using the Leeds 6.5 m drop-tube facility. Samples of 

around 9 g were loaded into an alumina crucible which has three  300 m holes laser drilled in the 

base. The crucible is loaded into a graphite sleeve which is mounted inside an induction coil at the 

top of the drop-tube. Processing takes place under an inert gas atmosphere at 40 kPa, with the sample 

being induction heated. When the desired temperature is attained, in this case a 50 K superheat above 

the notional liquidus temperature for the composition being processed, the crucible is pressurized to 

400 kPa, wherein a spray of droplets is produced which subsequently cool and solidify in-flight down 

the tube. Further details of the drop-tube method are given in [i].  

Once collected, the drop-tube powders are sieved into the following standard size ranges: > 

850 m (< 860 K s-1), 850-500 m (860-1680 K s-1), 500-300 m (1680-3300 K s-1), 300-212 m 

(3300-5400 K s-1), 212-150 m (5400-9000 K s-1), 150-106 m (9000-15400 K s-1), 106-75 m 

(15400-26700 K s-1), 75-53 m (26700-47500 K s-1), 53-38 m (47500-84000 K s-1) and < 38 m (> 

84000 K s-1). Cooling rates, which are shown in parentheses, are calculated based upon the balance 

of heat fluxes, using the methodology described in [i].  

Some of the powders from each sieve fraction were used to confirm the bulk composition using 

ICP and for oxygen determination using LECO. The remainder were mounted in Transoptic resin and 

polished to a 1 m surface finish for microstructural examination, using an Olympus BX51 optical 

microscope and Carl Zeiss Evo MA15 Scanning Electron Microscope (SEM) which was used in 

backscatter detection mode. Prior to microstructural examination, samples were etched in Nital 

solution, this preferentially dissolving the Co-rich phase and thus improving contrast.  
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Results 

The ICP results confirm that the bulk composition of the drop-tube powders is the same as that of 

the starting alloy while the LECO analysis gives the oxygen content as < 0.02 %.  

The calculated phase diagram, including the metastable binode and spinode lines, as given by the 

CALPHAD calculation is shown in Fig.1. The critical composition is 58.7 at.% Cu, wherein liquid 

phase separation occurs at 1623 K, an undercooling of 13 K. For the 50.0 at.% Cu composition the 

liquidus, binodal and spinodal temperatures were determined as 1639 K, 1595 K (T = 41 K) and 

1587 K (T = 52 K) respectively, with the corresponding values for the 31.5 at.% Cu composition 

being 1662 K, 1519 K (T = 143 K) and 1406 K (T = 256 K).  

During microstructural analysis a range of microstructures were identified. In all but the smallest 

sieve fractions, the majority of droplets showed no obvious features associated with liquid phase 

separation, comprising Co-rich dendrites in a Cu-rich matrix. However, in all size fractions and for 

both alloys, some particles could always be identified which did display characteristic signs of liquid 

phase separation. In some cases these were of the core-shell type, in other cases, although clear Co-

rich and Cu-rich liquids had formed, the migration required to form separate core and shell had either 

not occurred or had not gone to completion. Fig. 2 shows an example of (a) a core-shell particle and 

(b) a liquid phase separated, but non-core-shell particle. In both cases the droplets are of the Co-50.0 

at.% Cu composition, with that shown in part (a) being from the 150 – 212 m size fraction while 

that shown in part (b) is from the 75 – 106 m size fraction. Both micrographs are taken using 

backscatter imaging, wherein the Co-rich phase appears dark and the Cu-rich phase light. In the case 

of the non-core-shell particle shown in Fig. 2b there is clear evidence that the Co-rich region is 

evolving towards spherical and we believe that this particular morphology arose due to freezing of 

the droplet prior to spheroidisation of the core going to completion.  

 

 
 

Figure 1. Phase diagram for the Co-Cu system showing the metastable binode (blue) and 

spinode (red). Also shown are the compositions of the two alloys considered in this work. Points 

‘A’ and ‘B’ show the compositions of the Co- and Cu-rich liquids formed by binodal 

decomposition at an undercooling T1. Due to the asymmetry of the phase diagram, further 

undercooling to T2 would result in secondary (spinodal) decomposition of the Co-rich, but not 

the Cu-rich, liquid.  

 

One feature to note that is common to both microstructures shown in Fig. 2, is the fine dispersion 

of Cu-rich particles and filaments in the bulk Co-rich region. The very fine nature of this dispersion, 

together with its interconnected filament like nature, leads us to believe this arises due to spinodal 

decomposition and is indicative of both samples shown in Fig. 2 of having undergone two episodes 

of liquid phase separation, binodal, followed by spinodal. Interestingly, where we observe such 
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instances of double decomposition, we always observe a fine dispersion of Cu-rich filaments in the 

bulk Co-rich region but only sometimes do we observe the corresponding fine dispersion of Co-rich 

filaments in the bulk Cu-rich region. Fig. 2a shows both, but in Fig. 2b the fine filament type 

dispersion is much less widespread in the bulk Cu-rich regions than in the bulk Co-rich region. We 

believe this arises due to the asymmetry in the binode and spinode lines.  

The basic mechanism is illustrated on Fig. 1, for an alloy at 31.5 at.% Cu, although the process 

would also work for the 50.0 at.% Cu composition. Due to rapid cooling, and the division of the melt 

into small droplets, the melt will undercool in-flight. As the binodal decomposition is a nucleated 

transition the first episode of liquid phase separation will not necessarily occur at the binodal 

temperature, but at some point below this, let us assume at an undercooling T1. Binodal 

decomposition will result in the formation of Co- and Cu-rich liquids, the composition of which is 

given by the binode line of the metastable phase diagram. These points are labelled ‘A’ and ‘B’ 

respectively on Fig. 1. With further cooling the total undercooling could now reach a level T2, 

wherein the Co-rich liquid will reach the spinodal decomposition temperature, with a second episode 

of spontaneous liquid phase separation occurring. However, due to the asymmetry in the phase 

diagram the Cu-rich liquid will still be substantially above its spinodal decomposition temperature, 

wherein secondary decomposition may occur in one phase only, or with sufficient undercooling, both 

phases.  

 

 

 
 

Figure 2. Two liquid phase separated droplets from the Co-50 at.% Cu alloy: (a) displaying a 

well-developed core-shell structure and clear evidence of secondary (spinodal) liquid phase 

separation in both the Co-rich and Cu-rich phases and (b) a droplet frozen before full 

agglomeration of the Co-rich phase to form the core. Note that secondary liquid phase 

separation is clearly evident in the bulk Co-rich (dark) phase but much less so in the bulk Cu-

rich phase.  

 

The stochastic nature of nucleation, both for binodal decomposition and ultimately for 

solidification, mean that we observe a range of microstructures in all particle size fractions. The 

prevalence of liquid phase separation as a function of droplet size is shown in Fig. 3a for both the 

50.0 at.% and 31.5 at.% Cu alloys. The data contained in the figure is based on a microstructural 

classification of > 1500 particles for each composition, with not less than 100 particles in any size 

fraction. The general trend is for the proportion of such droplets to increase with decreasing droplet 

size, which is as expected as high cooling rates favour deep undercooling as does the lower number 
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of potential heterogeneous nucleation sites in the smaller droplets. Moreover, the higher undercooling 

required to access liquid phase separation in the 31.5 at.% Cu alloy means that the prevalence of such 

droplets is lower in this alloy. Fig. 3b shows, as a proportion of the total number of droplets, the 

prevalence of particles containing a fully spherical core, as a function of droplet size, wherein a more 

complex trend is apparent. For the 50 at.% Cu alloy, the incidence of core-shell structures peaks in 

the 75–106 m sieve fraction before decreasing sharply for yet smaller particles, despite the 

increasing incidence of liquid phase separation. This observation can be understood as, at the higher 

cooling rates, although the undercooling of the melt increases the time available for migration of the 

Co-rich melt to the core prior to solidification, decreases. Consequently, the incidence of fully 

spherical core-shell particles decreases.  These are replaced by structures which display liquid phase 

separation, but have not undergone complete core-shell migration, such as that shown in Fig. 2b. The 

main difference between the two compositions is apparent in Fig. 3b. Specifically, the incidence of 

fully spherical core-shell particles continues to increase with increasing cooling rate in the Co-rich 

composition, rather than peaking at some intermediate undercooling, as is the case for the 50-50 

(at.%) composition. This may reflect the larger core requiring less time to form as there will be 

significantly more Co-rich material available following liquid phase separation in the 31.5 at.% Cu 

alloy.   

  

 
 

Figure 3. (a) Fraction of droplets, for both compositions, that are observed to undergo liquid 

phase separation as a function of cooling rate (droplet size) and (b) the fraction of droplets that 

form fully spherical cores, again as a function of cooling rate (droplet size) and for both 

compositions.  

Summary 

Liquid phase separation has been studied in the metastable monotectic Co-Cu system. Contrary 

to previous work on this system we find clear evidence for the formation of core-shell structures. A 

statistical analysis of the prevalence of liquid phase separation and of the formation of core-shell 

structures has been undertaken. We find that in the 31.5 at.% Co alloy studied, liquid phase separation 

and core-shell structures are both most prevalent at the highest cooling rates achieved. In contrast, in 

the 50.0 at.% Cu, although liquid phase separation is still most common at the highest cooling rates, 

core-shell formation peaks at intermediate cooling rates. This is thought to reflect the time available 

for migration of the two separated liquids into the core and shell regions.  
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Abstract. The present study is aimed at understanding the sequence of phase evolution during 

solidification in Co25Fe25Ni25Ti20V5eutectic high entropy alloys (EHEAs), synthesized byvacuum 

arc melting cum suction casting technique. The detailed X-ray diffraction (XRD) andelectron 

microscopic (SEM and TEM) coupled with energy dispersive spectroscopic (EDS)analyses reveal 

the presence of BCC (β), FCC_1 (α1), FCC_2 (α2) and Ni3Ti phases. For Co-Fe-Ni-Ti-V HEA, at 

first Ni3Ti (DO24) primary dendritic phase is formed from theliquid, followed by peritectic reaction 

to form FCC_1 (α1) phase (i.e. Ni3Ti + L⟶FCC_1(α1)). Then the remaining liquid undergoes 

eutectic reaction to form FCC_1 (α1) and FCC_2 (α2)phases (i.e. coarse eutectic: L⟶FCC_1 (α1) + 

FCC_2 (α2)). Finally, the remaining liquidundergoes eutectic reaction to form BCC (β), and FCC_2 

(α2) (i.e. fineeutectic: L⟶BCC (β) + FCC_2 (α2). Therefore, based upon sequence of 

microstructuralevolution, two pseudo-quasiperitectic reactions i.e. L+ Ni3Ti → FCC_1 (α1) + 

FCC_2 (α2) and L+ FCC_1 (α1) ⟶BCC (β) + FCC_2 (α2) have been proposed for the investigated 

EHEA. It isalso found that Co25Fe25Ni25Ti20V5EHEAs retains high strength at 

elevatedtemperature. 

 

Introduction 

 The complex concentrated high entropy alloys (HEAs) [1-8] consisting multiple principal 

elements in equiatomic or near equiatomic ratio exhibits simple microstructure of FCC and/or BCC 

solid solution phase. This is attributed to the several importantcore effects in HEAs [4, 5] such as 

high configurational entropy, severe lattice distortion and sluggish diffusion [9. 10]. Yeh et al. [1] 

first reported CuCoNiCrAlxFe HEAs which shows good strength at elevated temperature up to 500oC. 

The refractory HEAs such as Nb25Mo25Ta25W25 and V20Nb20Mo20Ta20W20alloys have been studied 

by Senkov et al. [11] which exhibits excellent mechanical properties at high temperatures. Similarly,  

new class ofmulticomponent eutectic HEAs [5, 12-14], exhibiting good high temperature 

strengthhave also been reportedin the open literature.  Although a lot of new and exciting research 

work has been done by many research groups across globe in thefield of HEAs to 

designnovelmaterials for possible industrial applications by choosing elements and composition 

judiciously in order to obtainunique microstructural features. Therefore, an attempt is made in this 

direction to develop novel HEA with improved mechanical properties at elevated temperature. 

 The objective of the present study is to understand the sequence of phase evolution during 

solidification and to establish new phase equilibria based upon detailed microstructural 

characterization as well as to evaluate the high temperature mechanical properties in the newly 

designedmulticomponent Co25Fe25Ni25Ti20V5 HEA. 
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Experimental materials and procedures 

 High purity commercial Co, Fe, Ni, Ti and Velementswere used as the starting materials to 

prepareCo25Fe25Ni25Ti20V5 HEA (henceforth referred to as EHEA)by arc melting technique under 

ultra high purity argon gas to obtain arc melted alloy button. The structural characterization of studied 

high entropy alloy was carried by X-ray diffraction (XRD) (Panalytical X-pert pro instrument) with 

Cu-K ( = 0.154056 nm) radiation, operating at 45 kV and 30 mA, with step size of 2 = 0.017 deg. 

The peaks in the XRD pattern were identified using International Committee for Diffraction Data 

(ICDD) database in PCPDFWIN software. The microstructural characterization of the samples was 

examined using the scanning electron microscope (Inspect F) equipped with an energy-dispersive 

spectrometer (EDS).Isothermal hot compression tests of the cylindrical samples ( = 6 mm and aspect 

ratio of 1.5:1) were carried out using Gleeble 3800 thermo mechanical simulator at deformation 

temperatures of 800oC (1073 K) and 1000oC (1273 K) with constant strain rates of 10-1.  

 

Results and Discussion 

 Thermodynamic simulation 

The thermodynamic simulations (as shown in Fig. 1) of studied multicomponent EHEA have been 

carried out to understand the phase evolution and predict the equilibrium solidification path using 

TCHEA database in ThermoCalc software.It is observed that there are six equilibrium phases such as 

Ni3Ti_DO24, FCC_L12, FCC_L12≠2, BCC_B2≠2, C14_LAVES and LIQUID phases from liquidus 

temperature (~1101oC) to 780oC. It is to be noted that at first Ni3Ti phase is formed from the liquid, 

followed by formation of both FCC_L12, FCC_L12≠2 phases and finally BCC_B2≠2 and 

C14_LAVES phases are formed in this temperature range.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Thermodynamic simulation of multicomponent Co25Fe25Ni25Ti20V5HEA. 

 

Structural characterization  

 The XRD pattern of multicomponent EHEA is shown in Fig. 2a. The XRD pattern shows the 

intense diffraction peaks corresponding to BCC solid solution phase (β), Disorder FCC1 solid solution phase 

(α1), Order FCC2(L12) solid solution phase (α2) and ordered Ni3Ti_DO24 
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Figure 2. (a) XRD pattern, (b) and (c) SEM micrograph of multicomponent Co25Fe25Ni25Ti20V5HEA. 

Microstructural characterization 

 The detailed microstructural characterization of multicomponent EHEA was carried out using 

back scattered electron (BSE) imaging mode in SEM. However, the representative SEM micrograph 

of the studied HEA is given in Fig. 2b (low magnification image) and Fig. 2c (high magnification 

image) to decipher the different phases in the microstructure. The different phases in the 

microstructure of the studied HEA are marked based on the compositional analyses using SEM 

coupled with EDS.The compositional measurement of each phases in microstructure has also been 

carried out using TEM coupled with EDS (as shown in Table 1).  

 

Phases 
Co Fe Ni Ti V 

FCC (𝜶1) 24.20 24.30 22.20 24.40 4.90 

FCC (𝜶2) 25.10 25.70 20.60 24.50 4.10 

BCC (𝛽) 29.90 30.60 9.90 23.80 5.90 

Ni3Ti 23.59 22.03 26.97 22.05 5.36 

 

Table 1. EDS analysis of all the phases (composition in atomic percent) in microstructure of 

multicomponent Co25Fe25Ni25Ti20V5 HEA. 

 

The microstructure of multicomponent EHEA reveals the presence of primary (Ni,Fe,Co)3Tiwith 

black contrast, Ni-rich (i.e. Ni-Co-rich phase ) solid solution phase with bright contrast (α1) as well 

as light contrast (α2) andNi-lean (i.e. Fe-Co-rich phase) solid solution phase gray contrast (𝛽).  

 A detailed TEM characterization of the suction cast ( = 6 mm) EHEAwas done to elucidate 

the fine scale microstructural features (shown in Fig. 3). The phases in the microstructure are 

identified using the obtained selected area diffraction (SAD) patterns. The microstructure reveals the 

presence of two eutectics i.e. (i) one eutectic is between disorder FCC1 solid solution phase (α1) and order FCC2 

solid solution phase (α2) and (ii) other one is between order FCC2 solid solution phase (α2) and BCC (𝛽) solid 

solution phase as well as two dendritic phases i.e. ordered Ni3Ti_DO24 and disorder FCC1 solid 
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solution phase (α1). It is important to note that all the equilibrium phases predicted by thermodynamic 

simulation (Fig. 1) except C14_LAVES phase are observed in the microstructure of the studied EHEA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. TEM micrograph of multicomponent Co25Fe25Ni25Ti20V5HEA. 

 

Phase equilibria in multicomponent Co25Fe25Ni25Ti20V5HEA 

It is important to note from microstructural characterization that there are one peritectic 

reaction i.e. Ni3Ti + L⟶FCC_1(α1) and two eutectics reactions i.e.coarse eutectic: L⟶disorder 

FCC_1 (α1) + order FCC_2 (α2) and fine eutectic: L⟶order FCC_2 (α2) + BCC (𝛽) features in the 

microstructure of studied HEA. 

The solidification pathways for the investigated multicomponent EHEA has been described in the 

following;  

(i) at first Ni3Ti primary dendritic phase is evolved from the liquid during solidification, 

followed by 

(ii) the peritectic reaction to form disorder FCC_1 solid solution phase FCC_1(α1) i.e. 

Ni3Ti + L⟶FCC_1(α1)and then  

(iii) the remaining liquid undergoes eutectic reaction to from disorder FCC_1 (α1) and 

order FCC_2 (α2)phases (i.e. coarse eutectic: L⟶FCC_1 (α1) + FCC_2 (α2)and  

(iv) finally, the remaining liquidundergoes eutectic reaction to form order FCC_2 (α2) and 

BCC (𝛽) (i.e. fine eutectic: L⟶FCC_2 (α2) + BCC (𝛽) 

Based upon the microstructural features observed in the studied multicomponent EHEA, the 

two different types of four phases reactions i.e. L+ Ni3Ti → FCC_1 (α1) + FCC_2 (α2) and L+ 

FCC_1 (α1) ⟶FCC_2 (α2) + BCC (𝛽) have been proposed for the investigated HEA. These four 

phase reactions are known as pseudo-quasiperitectic reactions. The first four phases reaction at point 

P1 is cooperated by two reactions i.e. Ni3Ti + L⟶FCC_1(α1) and L⟶FCC_1 (α1) + FCC_2 (α2) 

above and below point P1 respectively. Similarly, the second four phases reaction at point P2 is 
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cooperated by two eutectic reactions i.e. L⟶FCC_1 (α1) + FCC_2 (α2) and L⟶FCC_2 (α2) + 

BCC (𝛽) above and below point P2 respectively. 

Mechanical properties of Co25Fe25Ni25Ti20V5HEA 

 The true stress-strain curves of the multicomponent EHEAat different temperatures (700oC 

(973 K), (800oC (1073 K), (900oC (1173 K) and 1000oC (1273 K) at a fixed strain rate of 10-1s-1 were 

obtained for cylindrical samples (diameter () = 6 mm and aspect ratio of 1.5:1). It is to be noted from 

Fig. 4 that the flow stress decreases with increase in temperature at a constant strain rate of 10-1 s-1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. (a) True stress vs. strain curve of the multicomponent Co25Fe25Ni25Ti20V5HEA at 800oC, 

1000oC and strain rate of 10-1 s-1. 

 

It is also observed that after the reaching the yield stress, the studied alloy deforms plastically up to 

65 % of true strain value with no fracture of the specimen. It is important to note that the high strength 

of the studied HEA at high temperature is attributed to the presence of unique composite 

microstructure i.e. bimodal eutectics at different length scale and peritectic morphology. One major 

finding of the present study is the presence of two different eutectics at different length scale in the 

designed multicomponent HEAs. Therefore, this type of unique microstructural features consisting 

of peritectic and bimodal eutecticsat different length scale observed in the studied multicomponent 

EHEA can be considered as potential candidate for high temperature structural applications. 

 

 

Conclusions 

 Based on the results and discussion with respect to the present investigated 

multicomponentCo25Fe25Ni25Ti20V5 HEA, the following conclusion can be drawn; 

• The detailed sequence of phase evolution in the newly designed multicomponent HEAhas 

been understood by adopting experimental and thermodynamic simulation approach. 

• The new phase equilibria i.e. Pseudo-quasiperitectic reactions have been proposed in the 

designed multicomponent HEA   

• The high strength at elevated temperature is attributed to the unique microstructural features 

consisting of one peritectic and two types of eutectics in the microstructure. 
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Abstract: Several studies have been carried out over the last decades to deepen our understanding of 

peritectic microstructure formation by using the Bridgman technique. In metals, the formation of 

layered structures, including bands, island-bands or peritectic coupled growth have been observed 

post-mortem by analyzing quenched samples. To explain these structures, different theoretical 

models have been published. Instead of taking metals, organic transparent compounds that show a 

peritectic region are currently used in this study. This technique provides the advantage of observing 

in-situ the formation of peritectic morphologies and the dynamics of the solid/liquid interface. 

Visualizing the flow pattern that occurs during the evolution of the peritectic microstructures 

represents major progress in this discipline. In order to do so, the organic binary system TRIS-NPG 

was used as model substance and seeding particles as tracers. It was possible to observe (i) the effect 

of the mushy zone and its influence on the liquid flow ahead of the solid/liquid interface, for a resting 

sample, and (ii) the flow pattern during solidification of peritectic layered structures. We found that 

during the evolution within the mushy zone, an upward movement of liquid through temporarily 

existing liquid channels into the melt, ahead of the solid/liquid interface takes place. Thus, during 

solidification, the solutal-buoyancy-driven flow pattern that forms in front of the solid/liquid interface 

is occasionally interrupted by fine upward flows, called micro-plumes. On the one hand, the formation 

of banded structures is favorable, since the peritectic phase grows via the existing liquid channels 

within the initial primary phase. Whereby, the formation of the peritectic layered structures seems to 

be not influenced by the micro-plumes. On the other hand, the spreading of the primary phase in a 

lateral direction along the solid/liquid interface of the just-formed peritectic phase is probably 

hindered by micro-plumes. 

Introduction 

Within the peritectic region and close to the limit of constitutional undercooling, the primary 

phase and the peritectic phase can form layered structures [1] like bands, island bands, and peritectic 

coupled growth (PCG). Such complex structures were found in metals [2-8], whereby, the author 

investigated [9-16] the dynamic of formation on layered peritectic microstructures by using the binary 

transparent organic model system TRIS-NPG [17]. Such model substances display a high-

temperature non-faceted phase, called plastic crystal. Which solidify similarly to metals. 

Additionally, the use of transparent substances enables an in-situ observation of the solid/liquid 

interface dynamic during the formation of peritectic layered patterns. Therefore, it was possible to 

observe competing growth in the form of oscillating, non-planar coupled solidification structures of 

the primary and peritectic phases. It has also been shown that layered structures in form of bands lead 

to PCG. This is due to varied growth of both phases or by multiple nucleation at the solid/liquid (s/l) 

interface. Since this morphology is highly influenced by thermo-solutal convection, corresponding 

micro-gravity (µg) experiments, organized by ESA, will be done aboard the ISS 2019.  

In this paper, the influence of thermo-solutal convection on the formation and growth of peritectic 

layered structures on earth was studied.  

mailto:johann.mogeritsch@unileoben.ac.at


320 

Experimental Set-up 

Directional solidification was carried out by using the Bridgman technique. The cooling and 

heating zone consisted of brass plates, with a guide for a glass sample, encased by a ceramic cover. 

The temperature in both zones was selected in such a way that the s/l interface is visible within the 

adiabatic zone. Rectangular glass samples were pulled vertically with a constant velocity PC-

controlled through the temperature gradient of GT =5.6 K/mm within the adiabatic zone. The sample 

was illuminated through the adiabatic zone to observe the forming solidification morphology with a 

light transmission microscope and every 30 seconds pictures were recorded by a CCD camera for a 

subsequent evaluation.  

For visualization of the flow pattern seeding particles were used, in the form of hollow glass spheres 

HGS [18] with an average distribution size of 2–20 µm. The material density was similar but a little 

bit larger compare to the melt density; this ensures that the seeding particles approximately follows 

the flow. 

The peritectic model system consists of the two organic substances TRIS and NPG which were 

obtained as a powder. NPG has the lower melting point and about 20% lower density than TRIS. 

NPG, with a purity of 99%, and TRIS with 99.9+ % were used as delivered and alloys within the 

peritectic concentration (0.47 ≤ x ≤ 0.54 mol fraction NPG) were prepared within a glove box under 

an argon atmosphere. The preparation was carried out by mixing in the solid state and homogenization 

by melting and cooling, respectively. Finally, the alloy was ground to a powder and mixed with HGS 

particles. The rectangular quartz tubes (100 x 2000 µm2 cross sectional area, 100 µm glass wall 

thickness) were filled with the organic alloy by capillary force and sealed with an UV-hardening glue. 

More details of the preparation are given in detail in [16]. The glass sample was placed into the 

furnace and pulled up at 2000 µm/s in order to homogenize the alloy concentration within the sample. 

After remaining stationary for 1 h to reach a state of thermal equilibrium, the sample was pulled down 

at a constant rate of 0.12 ≤ Vp ≤ 0.21 µm/s. 

Results and Discussion 

Micro plumes: The evolution of the solid and liquid phase within the mushy zone was 

investigated for a concentration of x = 0.54. After one hour at rest within the temperature gradient, 

thermal stability was reached and the s/l interface showed a planar front. The seeding particles’ 

motion in the melt and the dynamics of liquid droplets, channels and grain boundaries within the 

mushy zone, where the phases ,  and liquid coexist, was observed for 27030 s (7.5 h). During this 

time, the particles sediment due to their slightly higher density following the gravitational force with 

v = 0.66 ± 0.11 µm/s. The motion of a few selected individual particles ahead of the s/l interface is 

visualized by arrows (Fig. 1a), whereby, each arrow represents the alteration of the position within 

30 seconds. Once the particles have reached the interface, they accumulate and in particular, they 

remain unmoved, which highlights the structure of the solidification front, channels, and cracks.  

In contrast to the precipitation of the particles, a temporary localized upward movement was 

observed, as highlighted in Fig. 1b, marked with yellow arrows. Particles were detected, indicating 

which stream flows upwards from the s/l interface into the liquid in form of a micro-plume. Carefully 

conducted investigations of the corresponding picture sequences uncover the fact that the particles 

were initially trapped in a liquid pocket within the solid, shown as a yellow circle in Fig.1a.  

Observations indicate that the upward movement of the particles in the melt causes a local flow noise, 

recognizable by the change in the direction of the blue arrows, see Fig. 1b. In addition, two grain 

boundaries (red and green dots) are marked to exhibit the migration by solidification and melting 

within the three phase region ,  and liquid. It can be seen that the migration velocity depends on 

the position within the mushy zone. 
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(a) 

 
(b) 

Figure 1. Visualization of particle motion in a sample at rest by coloured arrows. The yellow 

circle marks a liquid pocket and the red and green dots triple points. (a) Time frame is from 810 

to 1610 s and (b) from 1650 to 2460 s.  

It is important to note that the mushy zone was formed by fast solidification with elongated fine 

dendrites and corresponding interdendritic liquid. After homogenization a coarse grain structure with 

traces of the former interdendritic liquid that looked like small channels can be seen. According to 

the phase diagram the enclosed liquid in the still existing interdendritic liquid is enriched on NPG. 

Due to the migration of the grain boundaries in the temperature gradient, such high NPG-enriched 

channels got occasionally connected to the s/l interface. Due to the lower density of NPG-enriched 

liquid, those ‘open’ channels tends to form micro-plumes with rising flow along the channel towards 

the melt. 

Layered structures: The formation of layered structures in the form of bands and the 

subsequent alteration into a PCG is described in detail for x = 0.52 and pulling velocity Vp = 0.174 

µm/s. In order to better recognize the effects that occur during solidification, an explanatory sketch 

is attached below the picture (Fig. 2). Initially, there are two solid phases present: the primary -

phase which forms the planar s/l interface, and at a lower temperature level, the -phase and 

eventually remaining -phase, (see Fig. 2a). Ahead of the interface, thermosolutal convection showed 

a downward movement in the center and a corresponding upward motion along the side walls of the 

sample (red arrows, Fig. 2a). For solidification rates where phases grow in a planar manner, both 

interfaces try to reach stable growth conditions at the corresponding solidus temperature, and the s/l 

interface of the -phase started to recoil. The interface of the metastable -phase was frozen and 

followed the pulling velocity of the sample until the s/l interface of the -phase passed the initial 

temperature level of the -phase. Here, the -phase grew through small liquid channels located in the 

-phase close to both glass walls up to the s/l interface. Since the mushy zone is within a temperature 

gradient, a series of complex processes occur. The microstructural evolution is associated with 

melting and re-solidification of grain boundaries and migration of liquid pockets. Temporarily, 

additional liquid channels form by connecting ‘wet’ grain boundaries and/or liquid pockets to the 

bulk melt. If feeding though a ‘wet’ grain boundary network or a network of liquid pockets is possible, 

NPG-enriched liquid rises upwards through the liquid channels towards the melt forming micro-

plumes, like the one shown in Fig. 2b. This plume originated in a liquid channel in the length of 

approx. 1500 µm deep into the solid phase. At this temperature level only concentrations close to 

pure NPG are liquid. Although, a slight fluctuation of the new formed /l interface was observed, no 

direct influence on the peritectic band could be detected. However, both effects induced a new 

convection pattern in the melt, with an upward movement slightly offset from the center and a 

downward movement along the sidewall of the glass tube.  
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While  is the preferred solidifying phase it spreads out from the side glass wall along s/l interface of 

the  phase toward the center. During the growth of the peritectic phase on both side, the micro-

plume on the left part is still active (Fig.2c). Shortly before the two -phase bands were combined in 

the center, the primary -phase became the preferred phase again (Fig. 2d). This can be seen by the 

fact that the -phase expands in a lateral direction, forming the growing triangle shown in Fig. 3a.   

    
t = 0 s t = 3600 s t = 4500 s t = 5100 s 

    
(a) (b) (c) (d) 

Figure 2. Formation of two  island bands unaffected by the liquid flow of a NPG enriched 

plume (yellow arrows). The black dots in the pictures are the seeding particles and the red 

arrows shows the thermosolutal convection in front of the s/l interface. 

Additionally, Fig. 3b shows a newly occuring α-phase on the right side of the sample. The phase 

seems to have originated by nucleation at the /l interface close to the wall. However, a precise 

determination is not possible. As the primary phase grew along the s/l interface in all directions, two 

events that initiate the transition to PCG were observed: the micro-plume to the left of the center of 

the sample and the transition of the new  interface from planar to cellular growth on the right side 

of the image (Fig. 3c). The growth of the primary phase from the center to the left edge was stopped 

as the -phase came into contact with the micro-plume. Unlike the spread of the peritectic phase, 

here, the flow prevented the lateral growth of the -phase. This is attributed to the influence of the 

NPG enriched liquid.  

Different to the previously described formation of the two -island bands, the following can be 

observed here: (i) At the right side of the sample, the growth in the lateral direction initially did not 

take place in the full depth of the sample. Rather, a growth of the band near the front and rear glass 

walls was seen. Furthermore, it seems that this was followed by a partial phase transformation from 

the existing  phase to the  phase. (ii) The newly formed /l interface changed from planar to cellular 

growth. At the same time, the preferred phase changed from the primary to the peritectic one, also 

shortly before both  island bands linked up. This led to a PCG (Fig. 3d), which finally developed 

into stable dendritic growth of the -phase. (iii) On the left side of the sample, the micro-plume halted 

the growth of the -phase, and  remained the preferred phase. The solidification structure remained 

planar on the left side and on the right  and  grew in a PCG manner. As soon as the -phase became 

the ultimately preferred phase on the right side, the entire solidification morphology was dendritic 

(not shown here).  
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t = 5700 s t = 7200 s t = 7500 s t = 10500 s 

    
(a)  (b)  (c)  (d)  

Figure 3. Transformation from banded layered structures to peritectic coupled growth. (a) Shortly 

before both -island bands are joining together the -phase is the new preferred phase. (b) 

Additionally, the α-phase forms a new band coming from the right side. The new band solidifies 

in a planner manner before the s/l interface becomes unstable and cellular growth occurs (c). The 

lateral growth of the -phase growing at the center is stopped on the left side by a liquid 

channel/micro plume. (d) Within the intercellular liquid of the cellular -phase the -phase 

grows and peritectic coupled growth is formed. 

Conclusions 

Peritectic systems show a multitude of layered solidification morphologies at the limit of 

constitutional undercooling. Such structures are strongly influenced by thermosolutal convection, 

which is always present on Earth due to the influence of gravity. Solidification experiments were 

carried out with the transparent peritectic model system TRIS-NPG under 1g conditions. Further 

experiments are planned under μg one aboard the ISS in 2019. In order to visualize the thermosolutal 

convection flow for experiments under 1g conditions, seeding particles were added to the organic 

substances as tracers. 

The investigations show a visible influence on the layered structures by the formation of a micro-plumes 
which has its origin in the former mushy zone of the primary and peritectic phase. The solid is interspersed 
with melt of lesser density in form of droplets and channels which has it origin in the former interdendritic 
liquid. Migration movements in the solid form small liquid channels, which leads to the development of 
micro-plumes. Interestingly, the formation of two β-island bands in combination with the existing micro-
plume changed the flow pattern of the thermosolutal convection in the melt ahead of the s/l interface. 
Despite of the convection occurring in the bulk melt, the formation of peritectic coupled growth was 
observed.  
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Abstract: A millimetre-sized Ti60Y40 sample was electrostatically levitated and melted using infrared 

lasers. The sample was undercooled far below the monotectic temperature due to containerless 

melting under high vacuum. The undercooled sample showed two distinct recalescence events during 

metastable solidification. The formation of a core-shell structure in the solidified samples suggested 

the occurrence of liquid phase separation prior to solidification. The results are discussed by 

comparing with those occurring in undercooled Cu–Co alloys. 

Introduction 

Liquid phase separation has been observed in many metallic alloys [1–3]. It can be 

thermodynamically stable or metastable depending on alloy system or composition [4]. The 

metastable liquid phase separation has attracted much attention because it allows rapid freezing of a 

dispersed structure by undercooling-induced rapid solidification [5]. One of typical examples is the 

metastable phase separation in undercooled Cu–Co alloys, which has been investigated using 

electromagnetic levitation, glass fluxing and drop-tube processing over the past years [6–9]. It was 

shown that the liquid phase separation kinetics is sensitive to melt convection, which can be damped 

by electromagnetic levitation under reduced gravity [7] or in static magnetic fields [8]. On the other 

hand, it was found that liquid phase separation can improve the glass forming ability of Y–Ti alloys 

[10]. For such reasons, it is of fundamental and technical interest to study liquid phase separation in 

metallic systems. 

The equilibrium phase diagram of the Ti–Y system exhibits a stable miscibility gap in the 

composition range 30–80 at.% Y [11]. The two elements of it show similar melting temperatures and 

similar mass densities. Because of these characteristics, the Ti–Y system is regarded as an ideal one 

for investigating liquid phase separation under normal gravity conditions. However, Ti–Y alloys are 

susceptible to oxidation because of their high chemical reactivity. Then, containerless processing is 

the only possible way for access to large undercoolings [12]. While electromagnetic levitation is more 

often used for containerless undercooling of a bulk melt, it involves strong melt convection due to 

electromagnetic stirring [13]. Experimental observations [14] and numerical simulation [15] revealed 

that melt convection in an electrostatically levitated droplet is much weaker than in an 

electromagnetically levitated one. In addition, cooling of an electrostatically levitated droplet does 

not require a flow of gas over the sample surface [16]. For such advantages over electromagnetic 

levitation, electrostatic levitation was chosen to undercool bulk Ti60Y40 composition aiming at an 

understanding of liquid phase separation and subsequent metastable solidification. 

Experimental details 

A master alloy of Ti60Y40 composition was prepared by arc-melting elemental Ti of 99.995% 

purity and elemental Y of 99.99% purity under an Ar-atmosphere of 99.9999% purity. The arc-melted 

ingot was suction cast into a rod-like ingot with a diameter of 3 mm. The suction-cast ingot was 

sectioned into pieces with a length of about 3 mm and a mass of about 100 mg. Those pieces were 

remelted into spherical samples in the arc-melting furnace and were stored in a glove box under an 

Ar-atmosphere with concentrations of H2O and O2 less than 0.1 ppm. A single sample was placed 

onto a sample holder and positioned in the vacuum chamber of an ESL facility installed at German 

mailto:jgao@mail.neu.edu.cn
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Aerospace Center (DLR), Cologne [16]. The chamber was evacuated to a vacuum of 10–8 mbar. The 

sample was electrostatically levitated in the UHV chamber. Once the levitation was realized and 

stabilized, the sample was heated and melted using two infrared heating lasers with a maximum power 

of 75 W and a wavelength of 808 nm. The temperature of the sample surface was measured using a 

fiber-coupled pyrometer with a sampling rate of 1 kHz and an accuracy of ±5 K. The position of the 

levitated sample was monitored by a video camera, which is integrated in the laser unit. After the 

power of the heating laser was switched off, the sample cooled by radiating to the vacuum chamber 

and solidified containerlessly. Due to rapid release of latent heat in solidification, the sample 

temperature increased, which is known as recalescence. The advancing of the recalescence front on 

the sample surface were in-situ monitored using an Ultima-APX 755k high-speed camera at a frame 

rate of 5,000 or 10,000 fps. The sample was remelted and solidified three times to investigate their 

solidification behavior at different melt undercoolings. The solidified samples were mounted in an 

epoxy resin. The microstructure of their cross-sections was examined using a LEO 1530 VP scanning 

electron microscope (SEM). 

Results 

Temperature-time profiles 

Fig. 1 shows temperature-time profiles of the levitated Ti60Y40 sample in three sequential heating-

cooling cycles. The measured temperature signals were calibrated by reference to the eutectic 

temperature during heating. The eutectic temperature is a well defined temperature that marks the 

onset of the melting of the sample and that can be easily identified in the temperature-time profiles. 

Due to a higher emissivity of Ti than that of the Y [17], changes of the distribution of Ti-rich and Y-

rich phases in the sample due to phase separation may affect the emissivity of the sample in the liquid 

or partly liquid state in a way that is difficult to predict. This may result in significant deviations of 

the measured temperatures from the real temperatures. The sample experienced three thermal events 

in the first heating cycle (see Fig. 3a). A first event is indicated by a slight and short reduction of the 

heating rate of the sample. According to the phase diagram of the Ti–Y system [11], this low-

temperature event corresponds to a solid-state transition of α–Ti into β–Ti. A second thermal event 

brings about a thermal arrest at a temperature of slightly above 1600 K. It corresponds to eutectic 

melting of β–Ti and α–Y. A third thermal event is also indicated by a thermal plateau. It corresponds 

to monotectic melting of β–Ti, but it is higher than it should be, most likely due to an increase of the 

emissivity of the sample. No clear thermal signal was observed for the mixing of Ti-rich and Y-rich 

liquids at the binodal temperature because the heat of mixing of the two elements in the liquid state 

is small. During cooling, the sample showed three thermal events as well. Unlike those observed in 

heating, two events observed in the high temperature region show a rapid rise of temperature and 

thus, represent two recalescence events. The second event set in at a slightly lower temperature and 

shows a slightly smaller rise of temperature. The third event occurring at a much lower temperature 

produced a plateau, which can be ascribed to the β→α transformation. The temperature-time profile 

of the sample in the second heating-cooling cycle looks similar (see Fig. 1b). However, the second 

thermal event showed a higher temperature rise during heating than that of the first thermal event. It 

is unclear if this higher rise is due to changes of the emissivity of the sample associated with liquid 

phase separation or if it indicates a change of the solidification behavior. The sample was even not 

heated to the monotectic temperature in the third heating-cooling cycle (see Fig. 1c), but its 

temperature-time profile showed a recalescence event in cooling. This recalescence event may 

correspond to solidification of Y-rich liquid. Ti-rich phase is supposed to grow from the liquid on the 

unmelted Ti-rich core(s) prior to this recalescence. 
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Figure 1. Temperature-time profiles of a levitated sample in three heating-cooling cycles. 

(a) 1st cycle   (b) 2nd cycle   (c) 3rd cycle. 

Solidification microstructure 

As shown in Fig. 2a, the sample solidified into a core-shell microstructure during cycle 3. The core 

is Ti-rich whereas the shell is Y-rich. This core-shell microstructure provided evidence for liquid 

phase separation. The liquid phase separation may be inherited from the second heating-cooling cycle, 

because the sample was not heated to the monotectic temperature (see Fig. 1c). Examination of the 

cross-section of the sample under high magnification provided evidence for secondary phase 

separation-like features. As shown in Fig. 2b, the Ti-rich core has a dispersion of Y-rich particles in 

its matrix. The Y-rich shell has a dispersion of fine Ti-rich particles in its matrix. Both Ti-rich and Y-

rich particles are supposed to be droplets, which solidified by independent nucleation events during 

continuous cooling of the sample. Because of relatively high cooling rates, they did not have sufficient 

time to diffuse out of the matrix and merge with the same species of larger sizes. The micrograph of 

Fig. 2b also shows a remelting region, suggesting incomplete melting of the sample.  

Thermal imaging of recalescence process  

The sample surface during solidification was in-situ monitored using the high-speed video camera. 

Fig. 3 shows surface images of the sample during recalescence. Their temperature-time profiles are 

shown in Fig. 1a and Fig. 1c, respectively. Fig. 3a shows the images taken during the first heating-

cooling cycle of the sample. The images show the advancing of a smooth thermal front from one side 

of the sample surface towards the other side of the sample surface in the first recalescence and the 

advancing of a zig-zagged thermal front in the second recalescence. The images of Fig. 3b also show 

the advancing of a zig-zagged thermal front from one side towards  

 
Figure 2. SEM back-scattering micrographs illustrating the microstructure of the levitated sample. 

(a) overall view   (b) remelted zone 

the other side of the sample surface. Those images correspond to the recalescence shown in Fig. 1c. 

While a solidified part of the sample surface appears bright due to release of heat of fusion during 

crystallization, an unsolidified part appears dark [18]. The recalescence time in all recalescence events 

was determined by counting the frames of the images. This time amounts to few milliseconds 

generally. It is one order of magnitude longer than that typically observed for deeply undercooled 

melts of pure metals, indicating sluggish growth during the solidification event [18]. On the other 

hand, it is clear that the growth in the second recalescence is faster than the first recalescence in Fig. 
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3a. The advancing of the thermal front in Fig. 3b showed only one thermal event, which is supposed 

to be of same origin as the second recalescence of Fig. 3a. 

 
Figure 3. High-speed camera video images of the recalescing surface of a levitated sample. The 

dark and bright parts of the circled area are the undercooled liquid and the solidified part, 

respectively.  

Discussion 

The present results showed that despite high affinity of Ti and Y to oxygen, millimetre-sized 

droplets of bulk Ti60Y40 composition can be significantly undercooled below the equilibrium 

monotectic temperature. The high melt undercooling inversely can promote liquid phase separation 

and induce sequential crystallization of two solid solutions from the two separated liquids, 

respectively. Such an undercooling effect on the solidification of the phase-separated sample is 

similar to that observed in the binary Cu–Co system [6–8]. However, there are differences between 

the metastable solidification behaviour of the two systems. The nucleation temperatures of Y-rich 

and Ti-rich solid solutions are close to each other. Thus, the crystallization sequence of the two solid 

solutions can be reversed. Because of this possibility, it is difficult to judge the species of primary 

crystals formed during solidification in terms of the temperature rises of two cascading recalescence 

events only (see Figs. 1a and 1b). There are two ways to overcome this difficulty. One way is to 

perform undercooling experiments on Y-richer or Ti-richer bulk compositions to alter the volume 

fraction ratio of the two separated liquids. Then, the primary solid with a higher volume fraction 

should show a stronger recalescence and vice versa. The other way is to directly identify the primary 

crystals by performing in-situ XRD experiments [19]. This second method is quite plausible because 

the time intervals between the two recalescence events are by a factor of 3 to 10 larger than the 

temporal resolution, typically 1 s, of the synchrotron radiation XRD experiments. Such experiments 

are foreseen in future studies. 

Conclusions 

A Ti60Y40 sample composition has been undercooled by means of electrostatic levitation 

processing. Large undercoolings have promoted liquid phase separation leading to metastable 

solidification of two separated liquids with large time intervals. A core-shell microstructure has been 

frozen in with a Y-rich shell and a Ti-rich core. However, the phase formation sequence in 

solidification of undercooled and phase-separated Ti–Y melts remains to be determined. 
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Abstract. Metallic solidification structures show a huge variation of patterns, which may be observed 

in many solidification processes such as casting and welding. To improve our understanding of the 

formation of these patterns, directional solidification experiments are carried out by using the 

Bridgman-technique. Hereby, not only metal alloys are investigated, model substances are also 

considered for this purpose. Such model substances consist of transparent organic components with 

a non-facetted high temperature (simply called plastic) phase. These organic components solidify like 

metals, which have the advantage of being able to observe the formation as well as the dynamics of 

solidification patterns with a standard light microscope. Studies on the formation of layered peritectic 

solidification structures have been carried out by using the model system TRIS-NPG. So far only 

very few binary organic systems reveal a peritectic region which is suitable for such experiments. For 

these rare systems, and especially for the TRIS-NPG system, there is insufficient knowledge of 

corresponding physical and chemical properties. As further studies on peritectic layered structures 

are planned on board of the ISS for 2019, it is of utmost importance to discover more about the 

specific properties of this type of material. Therefore, partial complimentary studies on thermal 

conductivity, vapor pressure, and viscosity for peritectic concentrations were conducted. The 

corresponding values are needed for the correct interpretation of the dynamics of peritectic pattern 

formation, within a temperature gradient in a Bridgman furnace using this model system. 

Introduction 

Only organic components that display the formation of a non-facetted (nf) high-temperature 

(plastic) phase [1], as opposed to the facetted low-temperature phase, are suitable as model systems 

for metal-like solidification behavior. Such organic substances are optically isotropic and consist of 

molecules with a globular shape, which act as stacked spherical objects with weak interactions; 

usually by hydrogen bonds. In the plastic phase, the molecules are more or less free to rotate around 

their center [2, 3, 4]. Therefore, organic compounds which show a plastic phase are quite attractive 

to study metal-like solidification morphologies by means of in-situ observation techniques. 

Investigations on peritectic solidification morphologies require model systems, which show a 

peritectic reaction within a suitable concentration and temperature range. Currently, only few systems 

are known which meet the necessary requirements [5]. One of them, the model system NPG 

(Neopentylglycol)-TRIS (Tris[hydroxymenthyl]aminomethane) has been selected by the authors for 

investigation on peritectic layered structures [6-14]. This system was thermodynamically studied by 

[5, 15, 16] and the pure substances NPG and/or TRIS investigated by [17-22]. In contrast to metals, 

organic compounds consist of molecules, therefore, they may have properties in the solidification 

temperature range which do not occur in metals. Since NPG and TRIS are commercial used at room 

temperature, there properties at higher temperatures are not well-studied. From publications and 

material data sheets, it is well-established that NPG is hydroscopic and has the tendency to sublimate 

[23], whereas, the plastic phase stability of TRIS correlates with the selected annealing temperature 

[26] and is relatively sensitive to impurities [3, 24, 25]. Investigations on peritectic layered structures 

with a concentration of x = 0.5 mol fraction NPG are to be conducted aboard the International Space 
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Station (ISS) for 2019. To carry out the in-situ observations under µg conditions with the model 

system TRIS-NPG European Space Agency (ESA) designed a Bridgman furnace. One prerequisite 

for the construction of the device was to design a glass sample which would withstand the mechanical 

stress of the experiments. Therefore, extensive literature studies on the two pure substances were 

performed and selected properties of the molecular alloy in the melting range were determined; 

namely the thermal conductivity, the vapor pressure and the viscosity in the area of the peritectic 

plateau (0.46 ≤ x ≤53 mol fraction NPG). The findings of this research are published in this article.  

Experimental  

The experimental setups are described here only briefly. A detailed description of the different 

scientific investigations is provided in [27].  

Alloy Preparation: NPG and TRIS, as delivered from Aldrich [28], have a purity of 99 % 

and 99.9+ %, respectively. An additional treatment process for NPG was applied to reduce the water 

content by dehydration, as shown in [5]. Since TRIS, as delivered, already has a purity of 99.9+ %, 

and is thermally sensitive [3, 24, 25], it was used as delivered. The alloys were prepared in an inert 

atmosphere by mixing the powders of both organic substances and heated up shortly above the 

melting point [26]. Since NPG has a tendency to sublimate, the alloys were prepared in closed glass 

containers to avoid a shift of concentration by vaporization. The alloy was cooled down to room 

temperature and subsequently stored in an inert atmosphere until use for further studies.  

Thermal Conductivity: The measurement of the thermal conductivity was performed with 

the heat conductivity measuring device: type K-system II, according to ASTM D5930-97 standard at 

normal atmospheric pressure. Further details are in [27]. The measurements were carried out within 

a temperature range from 373 K to 443 K, for both pure substances and x = 0.5 mol fraction NPG.   

Vapor Pressure: The experimental equipment consists of an autoclave, the heating system, a 

thermal Fe-Cu-Ni sensor, a pump, and a digital pressure gauge. For measurements 50 g of the 

substance was filled into the autoclave and the inner pressure was reduced to -80 k∙Pa. Afterwards, 

the temperature was raised in incremental steps from room temperature up to 500 K. Three 

independent experiments were carried out for TRIS, NPG, x = 0.3, x = 0.5, and x = 0.7.  

Dynamic Viscosity. The measurement of the dynamic viscosity was conducted by using a 

Brookfield programmable rheometer DV-III Ultra [29]. The prepared alloy (TRIS, NPG, x = 0.4, x = 

0.5, or x = 0.6) is placed in a 250 ml beakers and heated until the sample had completely liquefied. 

To avoid vaporization during the melting process, the beakers were sealed with a foil until the 

measurements of the viscosity with the rheometer had taken place under normal atmospheric 

conditions.  

Results and Discussion 

Thermal Conductivity. In general, the thermal conductivity, , as a function of temperature 

shows a non-linear correlation. In fact, it depends on the corresponding phase, namely melt, faceted- 

or plastic phase. To compare the accuracy of the measurement the obtained experimental results and 

the published values [18, 19] are shown in Fig. 1. The values measured at Montanuniversitaet Leoben 

(MUL) for the temperature range of the melting point of NPG (401.3 ± 1.0 K), are within the range 

of the published results [18, 19]. For the plastic phase, the trend towards thermal conductivity 

diverges between [18] and [19]. Whereby, the results of MUL correlates with the trend presented in 

[18], which shows a drop in thermal conductivity at lower temperatures. For TRIS, the experimental 

data indicate a nearly constant thermal conductivity over the entire investigated temperature range. 

However, in this case the conductivity slightly increases in the faceted phase with a drop in 

temperature, and in the melt once the temperature rises. The alloy x = 0.5 shows a correlation between 

an increasing thermal conductivity and a falling temperature.  
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Figure 1. The graph shows the experimentally obtained values for the thermal conductivity of 

NPG, TRIS and the alloy of x = 0.5 (observed at MUL), compared to the results 

published by [18,19].  

Vapor Pressure. With the determination of the vapor pressure, pv, the enthalpy, HV, and the 

entropy, SV, were determined by using the Clausius-Clapeyron relation [30]. This equation can be 

derived to a simpler first order equation, where the slope multiplied by the gas constant R is equal to 

the enthalpy HV. The relation between the logarithm of the vapor pressure and the reciprocal of the 

temperature, taken from the experimental results, is shown in Fig. 2. 
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Figure 2. Natural logarithm of the vapor pressure at 293 K to 503 K in T = 30 K steps (dots). 

The lines are the regression analysis for the vapor pressure. 

The expected vapor pressure for the entire concentration range is calculated according to Ra-oult’s 

law [30] and compared with the experimental results (Fig. 3). As a comparison, the study of [13] was 

used, where HV for NPG is given with 74.7 kJ/mol. The results do not confirm the expected values, 

but show nearly constant values for NPG and all other alloys with HV = 78.4 ± 1.6 kJ/mol. An 

exception is TRIS which has a significantly higher HV  of 96.4  2.3 kJ/mol. SV has been calculated 

from HV, divided by the corresponding boiling temperature Tb. According to Trouton`s rule, all 

alloys and both organic compounds TRIS and NPG show a vaporization entropy value SV above 88 

J/K mol, which proves that the organic compounds are associated in the liquid state by hydrogen 

bonds, irrespective of the specific molecular structure [30]. 
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Figure 3. The graph shows the experimental results enthalpy (squares) and entropy (triangles) 

of vaporization in comparison with the calculated results (broken lines). 

Dynamic Viscosity: Viscous flow in a homogeneous temperature field is described by the Arrhenius-

Andrade equation [30]. A logarithmic application of viscosity, , and temperature result in a linear 

correlation, which is depicted in Fig. 4.  
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Figure 4. The figure displays the linear correlation between the logarithms of the measured 

dynamic viscosity of selective concentrations from organic compounds TRIS and 

NPG and the reciprocal of temperature. The left end of the regression line is equal to 

the freezing point. 

Based on the experimental viscosity data, the activation energy Ea can be roughly estimated by 

applying the Arrhenius-Andrade equation. The energy is in the order of Ea = 58.6 ± 0.2 kJ/mol for 

TRIS constantly decreasing to 27 ± 0.3 kJ/mol for NPG.  

Conclusions 

It is essential to consider two peculiarities if the TRIS-NPG binary organic system is to be 

selected as a model substance; the tendency for NPG to sublimate and the limited thermal stability of 

TRIS near the melting point. The thermal stability of TRIS has already been investigated and 

published by the authors [26]. The sublimation tendency for NPG was taken into account in the 

sample preparation insofar as the smallest possible gas volume was available above the liquid level.  
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Concerning thermal conductivity, a decreasing thermal conductivity was measured for the peritectic 

alloy (x = 0.5), with an increasing temperature. It should be noted that this trend does not apply to the 

two pure substances. Both exhibit an increasing thermal conductivity with increasing temperature in 

the respective liquid phase(s). By comparing the obtained measured values with the published ones, 

the thermal conductivity of the liquid phase for the model system TRIS-NPG can be assumed as being 

in the range of  = 0.15 ± 0.5 W/m K.  

The determination of the vaporization-enthalpy and entropy for the selected alloys follows Raoult's 

law, exhibiting HV ~ 80 J/mol for pure NPG and the investigated alloys. Pure TRIS turns out to be 

an exception is in that it exhibits a vaporization enthalpy of 94.4 KJ/mol. The study confirms that the 

molecules are also connected in the liquid phase via hydrogen bonds, since SV  90 J/K mol.  

The viscosity of the liquid is in the magnitude of 1.0 ± 0.5 mPa∙s, comparable with salad vinegar. The 

investigations facilitate an estimation for the activation energy potential, which is one third of the 

vaporization enthalpy for NPG; up to one and a half times that value for TRIS. This is a well-

established empirical indication and proved to be true for the NPG values. In summary, it can be 

stated that the different, independent methods of investigation have been able to determine a general 

tendency of the alloy to behave as both the experimental and simulation data have managed to 

indicate, and confirm each other in their order of magnitude. For exact determination of the values, it 

will be necessary to conduct further extensive investigations under both experimental (in-situ) and 

simulation conditions.  
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Overview of the µg-Foam ESA MAP project 

F. Garcia-Moreno, T. Neu, P. Kamm, F. Bülk, S. Hutzler and J. Banhart 

Abstract 

Metal foams are already found in commercial applications, but beside costs there are still other 

aspects hindering their breakthrough in the market. The main one is the sometimes unsatisfactory 

quality of the foam structure represented by the pore size distribution and density homogeneity. It is 

hard to cope with this due to the lack in understanding basic phenomena ruling foaming and in the 

availability of data for simulations. To overcome these problems there is a need to understand bubble 

nucleation, foam growth and evolution and cell wall stabilization in the liquid state, as they determine 

the cellular structure after solidification. For this purpose, non-destructive methods and different 

gravity levels are required to measure liquid foam properties in-situ. 

X-ray radioscopy is known to be a powerful tool for qualitative and quantitative in-situ analyses in 

materials science in general and especially for metal foams. The method was used under microgravity 

in the ESA MAP project ‘µg-Foam’ for the first time and enabled studies of liquid foam evolution, 

drainage, bubble coarsening, diffusion of alloy constituents, liquid metal imbibition and foam 

solidification. We will review the highlights of the 46th and 51st ESA Parabolic Flight Campaigns 

and of the ESA Sounding Rocket Maser 11, but concentrate on recent results obtained during the 65th 

and 67th ESA Parabolic Flight Campaigns. 

On Earth, gravitational flow induces changes of foam structure such as liquid metal drainage during 

and after the growth process and make fabrication of foams with homogeneously distributed liquid 

fractions difficult. The latter influences liquid film thickness and consequently the bubble rupture 

rate, bubble size distribution and gas interdiffusion. Liquid drainage under 1 g and 1.8 g followed by 

liquid metal imbibition of a foam during µg is evaluated. The imbibition ability of evolving liquid 

metal foams is demonstrated at 1.8 g and explained by a balance of capillary and gravitational forces. 

The role of liquid foam viscosity of aluminium-based metal foams prepared by the Formgrip method 

with 5, 10 and 20 vol% of SiC particles is presented. The resulted density profiles of the foams during 

gravity transitions were used to obtain non-destructively quantitative data about properties of liquid 

metal foams such as their effective viscosity and surface tension by solving the foam drainage 

equation. The foam coalescence rate was analysed during parabolic flights but also for more than 6 

minutes microgravity The unexpected conclusion was that not only gravity but also the external 

blowing agent contribute to liquid film rupture. This encouraged the MAP team to develop an external 

blowing agent free alloy which gives rise to an improved cellular structure and a reduced coalescence 

rate as demonstrated recently in a parabolic flight. 
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The effect of forced melt flow induced by rotating magnetic field on the 

structure of Al-Si eutectic 

Zsolt Veres, Arnold Rónaföldi, Kassab Al-Omari, András Roósz 

Kexwords: eutectic, melt flow, unidirectional solidification, UMC, electromagnetic stirring 

Abstract 

Al-Si alloys, which contains eutectic, are used in large quantities. Those are used not only like cast 

alloys but for base material of brazing technology as well. It is well known that too long Si lamellae 

can reduce the joining force of brazing, therefor it is necessary to produce finer eutectic structure. 

During manufacturing of brazing materials, the use of modifying agent (Na, Sr) is not always 

permitted. In these cases, we can perform to stir the melt. 

Eutectic and hypoeutectic Al-Si samples were solidified unidirectionally in a rotating magnetic field 

of different intensity and the developing structure was investigated. The regular investigation method 

for these irregular eutectics is the measure of the average distance of eutectic Si lamellae. But this 

technique is not saying anything about the size of lamellae and about the direction of growing them. 

Because that we worked out a measuring method by use of mosaic pictures. 

During our research work it was found that stirring of melt can change the microstructure of the 

sample radically: primary silicon and primary aluminum appear near each other and the structure of 

eutectic is very different around the primary phases. The size and the direction of eutectic lamellae 

were modified by stirring as well. 

Our study shows interesting effects of magnetic stirring and generate some question about the causes. 
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Phase transformation and morphology evolution of Ti50Cu25Ni20Sn5 during 

mechanical milling at room temperature and -78 °C 
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Koziele 
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Nanocrystalline/amorphous powder was produced by ball milling of Ti50Cu25Ni20Sn5 (at.%) master 

alloy at room temperature and using dry ice cooling around of grinding bowl. Scanning electron 

microscope (SEM) and X-ray analysis (XRD) was used to observe the changes in the 

phases/amorphous content and in the shape of particles as function of milling time and temperature. 

During both milling process the deformation-induced hardening and phase transformation caused the 

hardness value to increase from 506 to 780 HV0.01. During ball milling, the average particle size 

decreased with milling time to ~25 µm and ~38 µm after 180 min of milling. The amount of 

amorphous fraction increased continuously and independently of temperature until 120 min milling 

(36 wt% and 33 wt% amorphous content). The interval of crystallite size is below than 12 nm after 

180 min of milling. Cubic Cu(Ni,Cu)Ti2 structure was transformed into the orthorhombic structure 

owing to the shear/stress, dislocations and Cu substitution during milling process. The weight fraction 

of (Cu,Sn)Ti3 phase continuously changes during milling process. 
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Compositional templating for heterogeneous nucleation of intermetallic 

compounds  

Z.P. Que, Y. Wang and Z. Fan 

BCAST, Brunel University London, Uxbridge, Middlesex, UB8 3PH, UK 

The understanding of heterogeneous nucleation of intermetallic compounds (IMCs) during 

solidification of engineering alloys is of both scientific and technological importance, and is 

particularly relevant to recycling. However, effective refinement of IMCs is currently hampered by 

our poor understanding of their heterogeneous nucleation. In this contribution, we present out latest 

understanding of heterogeneous nucleation of Fe-containing IMCs in Al-alloys. First we demonstrate 

that heterogeneous nucleation of IMCs is difficult and therefore requires large nucleation 

undercooling. Our differential scanning calorimetry (DSC) measurements show that under normal 

solidification conditions the undercooling required for heterogeneous nucleation of IMCs is in the 

order of tens of Kelvin, and that the undercooling increases with increasing complexity of the 

stoichiometry of the IMCs. This is because nucleation of IMCs needs to create not only the correct 

crystal structure but also the correct elemental compositions. We then present our new approach to 

enhancing heterogeneous nucleation of IMCs by both structural templating and compositional 

templating. We show that chemical segregation of selected elements at the liquid/TiB2 interface can 

lead to significant reduction of nucleation undercooling and hence refinement of IMCs in Al-alloys. 

 

Segregation of Y at the Mg/MgO interface  

and its effect on grain refinement 

Shihao Wang1, Yun Wang1, Quentin Ramasse2, Zhongyun Fan1 

 

1, BCAST, Brunel University London, Uxbridge, Middlesex, UB8 3PH, UK 

2, SuperSTEM Laboratory, SciTech Daresbury Campus, Daresbury, WA4 4AD, U.K 

 

Grain refinement of Mg alloys is usually achieved through enhanced heterogeneous nucleation by 

chemical inoculation. However, there is no universal grain refiner for Mg alloys. For example, Mg-

Zr master alloy works only for Al-free Mg alloys. Recently, our research demonstrated that high shear 

can induce significant grain refinement in Mg-alloys, which is mainly attributed to the enhanced 

heterogeneous nucleation on native oxide particles. Despite this, some of the details of the 

mechanisms are still unclear. One major question is how the alloying elements in the Mg-alloys affect 

the nucleation potency of native oxide particles and hence effectiveness of grain refinement. 

Therefore, there is a need to understand the surface condition of oxides in Mg-alloy melts, especially 

at atomic level. In this work, heterogeneous nucleation and grain refinement have been studied in 

Mg-Y alloys. Advanced electron microscopy was used to investigate the effect of Y addition on the 

nature of the oxide particles in the Mg-0.5Y alloys. The mechanism underlying the heterogeneous 

nucleation of α-Mg on the native MgO particles is discussed in terms of the Y segregation and 

crystallographic match at the Mg/MgO interface. 
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Effect of positive lattice misfit on prenucleation  
 

H. Men and Z. Fan 
 

BCAST, Brunel University London, Uxbridge, Middlesex, UB8 3PH, UK 
 

The liquid adjacent to the substrate can exhibit pronounced atomic ordering, which is referred to as 

prenucleation. Prenucleation has significant implication on subsequent heterogeneous nucleation 

process. In this work, we investigated the effect of structure of the substrate on the prenucleation 

using molecular dynamics (MD) simulation. For simplification, the substrates are set to have {111} 

surface orientation and varying lattice misfit with the corresponding solid phase. This study revealed 

that the in-plane atomic ordering of the liquid at the interface degrades with increasing the lattice 

misfit although the layering is nearly irrelevant to the lattice misfit. Furthermore, we found that there 

exists 2-dimensional (2D) ordered structure within a few atomic layers at the interface through 

structural templating. The atoms in the 1st layer continue the lattice of the surface layer of the 

substrate, rendering a perfect matching between the 1st layer and the surface layer of the substrate. It 

is noted that the 2D ordered structure at the interface in the systems with positive misfit is distinct 

from that in the system with negative misfit, where Shockley partial dislocations with predominant 

edge component are generated in the 1st layer. This implies that positive or negative misfits could 

produce different effects on atomistic mechanism of the heterogeneous nucleation.  

 

Effect of high shear on the grain refinement of Al-alloys 

Feng Wang, Hu-tian Li, Zhongyun Fan 
 

BCAST, Brunel University London, Uxbridge, Middlesex, UB8 3PH, UK 

Grain refinement of aluminium alloys has always been desirable because it benefits the casting 

process, ensuring consistent properties and facilitates the subsequent processing. However, the 

efficiency of the common grain refiners is extremely low as only approximately 1% of the particles 

do initiate aluminium grains while the rest remain inactive and often form agglomerates, becoming 

inclusions in the final castings. This effect further accumulates with repeated recycling. Therefore, 

searching for a more sustainable alternative to achieving grain refinement has attracted increasing 

interest from both academia and industry. In this work, we present out recent investigation on the 

effect of high shear on grain refinement of a series of Al-alloys including commercial-purity, Al-Mg 

and modified wrought alloys. In general, the alloy melts were subjected to high shear prior to casting 

in a TP-1 mould for grain size measurement. The grain size results show that, without any addition 

of exogenous grain refiners, effective grain refinement has been achieved in all the investigated 

alloys. Although the detailed mechanisms need further investigation, these direct grain refinement 

results demonstrate that high shear is a promising technology for grain refinement without the 

necessity of adding exogenous grain refiners. 
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Grain initiation behaviour and its effect on grain refinement 

F. Gao and Z. Fan 
 

BCAST, Brunel University London, Uxbridge, Middlesex, UB8 3PH, UK 

Effective grain refinement strongly depends on the interplay between nucleation potency of nucleant 

particles, grain initiation behaviour and solidification conditions. Recently, we have made good 

progress in understanding grain initiation behaviour, and developed the concepts of progressive grain 

initiation and explosive grain initiation. We found that the most effective grain refinement can be 

achieved by impeding nucleation using nucleant particles of least potency, which is in direct contrast 

to the traditional approach to grain refinement, in which the most potent nucleant particles are used 

to enhance heterogeneous nucleation. In this contribution we present our latest understanding of 

effective grain refinement though analytical and numerical modelling of solidification processes. We 

will show the grain initiation behaviour can be best presented by a grain initiation map, which can be 

used as a practical guide for effective grain refinement. 

 

An ab initio study of the potency of MgO particles for heterogeneous nucleation 

of light metals  

C. M. Fang and Z. Fan 

BCAST, Brunel University London, Uxbridge, Middlesex, UB8 3PH, United Kingdom 

 

Potency of a substrate surface is crucial in the heterogeneous nucleation of light metal alloys. This 

can be reflected in the atomic ordering of the liquid atoms adjacent to the substrate at temperatures 

above the liquidus, which is defined as prenucleation. We investigated the prenucleation of liquid 

metals adjacent to the MgO surfaces using an ab initio molecular dynamics simulation (AIMD) 

technique. Our study reveals that MgO surfaces in contact with liquid metals exhibit a variety of two 

dimensional (2D) structures which may contain atomic vacancies and displacements. We observed 

the formation of atomically rough MgO{111} surfaces in both Mg and Al liquid during the AIMD 

simulations. This atomic roughness eliminates not only the in-plane ordering, but also largely the 

atomic layering in the liquid adjacent to the liquid/substrate interfaces. Another interesting result is 

that, although MgO{001} is flat, the 1st Mg layer templated by the MgO{001} surface is atomically 

rough, making it impotent to heterogeneous nucleation in liquid Mg. This study improves our 

understanding of both prenucleation and heterogeneous nucleation processes. Moreover, roughening 

substrate surfaces may be used as a practical means to manipulate heterogeneous nucleation and 

hence to achieve more effective grain refinement. 

 

                                                


